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1 Key New Features and Enhancements

NetBrain IE v10.1 introduces the following new features and enhancements:

1. Problem Diagnosis Automation System (PDAS)

IE v10.1 greatly enhances the Problem Diagnosis Automation System (PDAs), which automates the Diagnosis
of repetitive problems and enforces preventive measures across the entire network with the following new
features and enhancements:
e Network Intent Cluster (NIC) ™": NIC clones a Network Intent (NI), seed NI, across the entire network
to create a group of NIs (member Nls) with the same design or logic. NIC can be created from the seed
NI via the 7-step, no coding process. In PDAS, a subset of Member Nls can be automatically executed
according to the user-defined condition based on the member device, the member NI tags, or signature
variables.

e Triggered Automation Framework (TAF) “*: TAF matches the incoming API calls from the 3" IT system
such as ServiceNow to NetBrain Incidents and installs the automation (NI/NIC) to be triggered for each
call. It has three key components: Integrated IT System defining the scope and data of the incoming API
calls, Incident Type to match a call to a NetBrain Incident, Triggered Diagnosis to define what and how
the NIC/NI is executed.

e ServiceNow App 3.0: the new version provides more flexible control on what data will be sent to
NetBrain IE and supports multi-tenant deployment. It also integrates the NetBrain Incident pane into
ServiceNow instead of the static map in the earlier versions.

e Incident Pane Enhancements: as the output of PDAS, Incident Pane of IEv10.1 provides richer data and
diagnosis history, including NI diagnosis results (from TAF, Probe, manually run), the status codes of
Network Intent, diagnosis summary message, and recommended diagnoses.

e Path-Based Troubleshooting Flow (PBTF): IE v10.1 introduces the Path Intent and many enhancements
to enable users to baseline, document, and define the diagnosis logic for application paths when the
network is healthy. Then this well-documented and executable knowledge can help network engineers
resolve application slowness issues more efficiently or do application impact analysis when a problem

occurs on a network device or device interface.
e Parser Discovery "*": a new feature to enable the user to find a Parser by the parser name, description,
CLI command, variable name, and keywords of the sample text and test it with the local device data.

e Visual Parser Improvements: support SNMP as the data source and add a new parser group type:

Collector.
e NI Improvements: support compound tables from different devices, formula columns to preprocess the

table column data, macro variable, CSV output, and run NI with current baseline data. IE v10.1 also
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introduces the NI manager and adds two helpful functions to NI Editor, the Duplicate device section
and switch devices.

Enhance the data accuracy and self-maintenance

The other focus of IE v10.1 is to enhance the data accuracy and system self-maintenance with the following

new features and enhancements:

e Open Topology (OT) “*": a new framework to calculate the L3 and L2 topology. Besides redesigning the
algorithm to improve the topology accuracy, OT is an open process to incorporate the user’s input in

every stage of the process and is easier to maintain. OT takes the data from the network (Interface,
MAC Table, ARP Table, CDP/LLDP, routing neighbors, etc.) and the user input to calculate the VLAN
Group and then build L3 and L2 topology inside each VLAN Group.

e Platform Validation (PV) “*": PV checks the data accuracy by executing a set of rules called PV Rule
(PVR). Besides the validation logic, a PVR will create a unique error code, error message, and
recommended actions. A scheduled PV task will expose the data accuracy once, and the results are

displayed in the Data Accuracy Wizard (DAW) per device.

e System Validation (SV)"*": SV collects all data accuracy issues caused by the system misconfiguration

and live access issues and displays the results in DAW with the error code, message, and
recommendations.

e Data Accuracy Wizard (DAW) “*": DAW is central to addressing the data accuracy issues per device.
Users can view all info related to the data accuracy, including all data errors reported by PV and SV

with the recommended actions, the topology and VLAN groups created by OT, PV Rules, and Open
Drivers applicable to this device.

e Open Driver (OD) ™": OD provides an open platform for the user to fix the data accuracy issues in a

device or a group of devices. It defines the logic (target data, data source, and mapping of the parser
variables to the target date) to set empty data or modify an incorrect one.

New Foundation Modules

e Google Cloud Visual Management *": the support of Google Cloud Platform (GCP) is added in v10.1,

including the discovery of GCP resources, mapping the GCP objects, mapping the application
dependency across GCP, SPOG access through GCP native and 3rd party cloud management tools, etc.
8



New,

IPv6 only network devices, L3/L2 topology, and mapping.

e |Pv6 Network Support add the support of the single-stack IPv6 network, including the discovery of

4, Collaborative Troubleshooting Enhancements

W

e Personal Map Copy “®: users can create a personal copy of a shared map (the master map) and share
their findings and changes with others without altering the master map.

e Reference Map Enhancements: provides a dialog to browse and select all common maps (standalone
maps) and function maps (site, device group, Intent, Path, etc.) and allows a user to choose any
common and function map as the reference map for the Path, Intent, etc.

e Site Map Enhancements: support adding more devices like linked neighbor devices to a site map.
e Smart CLI: support the Smart CLI on MAC OS.

5. Other Enhancements

e KC and Auto Update Enhancements: enable the silent downloading and installation of the platform

resources, etc.
e License Enhancements: support two license modes, separate pool and universal poll, and usage-

based license model for IBA module.

e Benchmark, Live Access, and Fine-Tune Enhancements: enhancements to the device log of benchmark

and fine-tune Ul. Allow the users to lock only one setting, such as Management IP, in the device setting.

e |Installation Pre-check Tool"*": develop a tool to check users’ system readiness to install/upgrade and
generate a report to help users prepare appropriately for the installation/upgrade.

e Search Enhancements: can search automation objects, NAT table, and Virtual server table.

e QOther Enhancements and Adjustments




2 Problem Diagnosis Automation System (PDAS)

Release v10.1 greatly enhances the Problem Diagnosis Automation System (PDAs), which automates the Diagnosis
of repetitive problems and enforces preventive measures across the entire network. As illustrated in the following
diagram, from the end user's perspective, the output of PDAs is NetBrain Incident Pane/Portal, a central
collaboration platform for troubleshooting and data sharing for each problem.

i NetBrain Incident Pane/Portal
Customer Ticket System (Snow, BMC)

EEE Ticket 1 j%

Problem
Diagnosis

Automation
System

Self-Service
Click

ServceNow Dupiex Miseatch Disgnosis

Input and Output of Problem Diagnosis Automation System (PDAS)

The underlying system has three essential flows, as shown in the following system architecture diagram:

e Automation Creation Flow: where diagnosis know-how is turned into automation assets across the entire
network in the form of Network Intent (NI) or Executable Runbook (RB) inside the no-code platform.

e Automation Installation Flow: where various automation assets are connected to future problem diagnosis
through Trigger from the ticket system, or human interaction, or NetBrain’s adaptive monitoring system.

o Automation Execution Flow — where automation is executed in response to an external symptom in three
successive methods, namely triggered, interactive, and preventive. All execution output is organized inside
the NetBrain incident pane for each distinctive Incident.

10



Problem Diagnosis Automation System
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2.1 Network Intent Cluster (NIC)

V10.1 introduces NIC, which expands Network Intent (NI) scope from a specific network design to one type of
network design with similar diagnosis logic. While NI effectively documents and validates a network design, it
applies to only one network device or a set of devices at a time. Therefore, it can take many repetitive efforts to
create Nls for a large network. NIC is designed to expand the logic of a NI (seed NI) from one or a set of devices to
the whole network. Furthermore, NIC can be triggered to run in the Triggered Automation Framework (TAF), and
its results can significantly reduce the MTTR. NIC requires no coding skills and has an intuitive user interface for
creating and debugging.

For example, you create a NI to monitor whether failover occurs between a pair of HRSP devices, US-BOS—R1 and
US-BOS-R2 (the failover often causes the performance issue such as the slow application). Then, NIC can replicate
the logic to all pairs of HRSP in the network without any coding.
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Network Intent Cluster

Network Intent

Member NI1

e0/110.8.1.51/29 .
-
L‘_._ii_“‘ .‘ﬁ‘}

10.8.1.4820 ®0/110.8.153,55
US-BOS-R1

10.81.51 US-BOS-R2 Member NI2 ~
Cisco Router 10.8.1.53 ~ o

Cisca Router .

Member NI2

NIC is composed of a group of NIs (Member Nls) cloned from Seed Nl via a 7-step, no-code process. A NIC may have
thousands of Member Nls, corresponding to a specific network diagnosis. A subset of Member Nls can be selected
to execute according to the user-defined matching logic based on: (1) devices inside the member NI (member
device), 2) unique tag for each Member NI, or 3) signature variables assigned to Member NI.

The following diagram is a sample NIC to clone a seed NI to check the HSRP running status for a network site. By
creating a NIC to achieve this, you can expand the Diagnosis of one site to your entire network. Each Member NI
has its tag and signature variable, the virtual IP address of HSRP.
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1. Input Devices

(12 Devices)

Member Network Intent

Refresh Member Network Intent

8 Member Network Intent, with 8 automatically generated, and 0 manually added

Filter by:  Select Devices ~

Tags: All (8)

Network Intent

HSRP Check 1

HSRP Check 2

HSRP Check 3

o

HSRP Check 4

HSRP Check 5

<]

HSRP Check 6

HSRP Check 7

HSRP Check 8

HSRF (8)

Devices

2

2

~ 8% (Last updated at 05:450m, 11/11/2021)

Select Signature Values ~

Type

Auto-generated
Auto-generated
Auto-generated
Auto-generated
Auto-generated
Auto-generated
Auto-generated

Auto-generated

Export CSV Report  Save CSV Report

2. Seed NI
(12 seed devices)

3. Seed Logics
(2 seed logies)

6. Target Seed 7. Member NI

4. Device Classiflers

2 elassifiers)

Last Run Time
11/01/2021 9:15pm
11/01/2021 9:15pm
11/01/2021 9:15pm
11/02/2021 2:23pm

11402/2021 2:23pm

2.1.1 NIC Creation Flow

To gengerote the member network intent and also run the network intent
@ Execution Log

+ Add Network Intent

Status Code

igen (2 eonditions) (3 member Nis)

5. Group by Eigen-Value
(1 elgen variables)

Details NI Creation Log

aQ o

CSV Report

local state changed from active to standby  Repart

| [S] HSRP status nat changed

Report

| [S] HSRP status nat changed

Report

Select o Network Intent to view its details

local state changed from active to standby  Report

| [5] HSRP status not changed

Report

Run Network Intent £33

V10.1 provides via a 7-step, no-code process to create a NIC.

2.1.1.1 Input Devices

Select o Network Intent to view its details

&

View Data Retrieval Results

In the Input Devices node, you select the devices you want to expand the Nl via the site, device group, and
individual devices.
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1. Input Devices

Cisco Router v

4 Device Clas  postname Mgme 1

Input Devices: @ Inpu Devices can be device groups, or si|

Select Input Devices:

Select Device:

Select Sites
Defin
Select Device Groups

Select Devices

ST

« L2750

Users can load a CSV File to import the variables to enhance the device properties (the interface-related data is

not supported in v10.1).

Setect Devices by: @ Device Type Device Group

184 Devices Selected
P S
@ACHIOUT-26

ASA

ASASwizch

@ASARouter
@8)37501
“8)37302

@82 Coreh

BH2core8

2. Seed NI
(2 seed devices)

3. Seed Logl\
(1 seed logics)

1. Input Devices -
(1 device groups/iolders) boed
ol ol

4. Device Classifiers
(1 classifiers)

Input Devices: @ Input Devices can be device groups, or sites, or a list of devices.

Select Input Devices:

1 Device Groups/Folders i

B

5. Group by Eigen Values
(2 eigen variables)

View Device Data (Lost executed at 2/

123 devices

CSV Input Variables are variables defined from the uploaded CSV file to enhance

Define CSV Input Variables: @
device properties.

0c2300c7de...

load CSV File

4

The CSV Input Variables can be used in the following functions:

e Eigen Variable Identification: The CSV input variables can be selected and used to define Eigen Variable

to divide devices into different Eigen groups for NI creation (step 5).



e Target Seed Logic: CSV input variables can be used in the Target Seed condition (step 6).

e Macro Variable: You may want to pass the device property to Nl via Macro Variable, and you can use the
CSV Input variable to achieve this (step 7).

2.1.1.2 Seed NI

Seed NI node selects a NI you want to expand the logic. The seed devices will have default alias, D1, D2, etc.

Users can change the alias to an intuitive name, such as this device, neighbor device. Only one NI can be selected
for a NIC.

Name: | MTU Mismatch

Tags: + Add[E Apply

Description: | Find all MTU mismatched interfaces across the whole network

@ signature Variables: + Add

PN
[ > )
|
O A" 4
ey 2 Seed NI 3. Seed Logics

(2 seed devices) (1 seed logics)

D

1. Input Devices

- 6. Target Seed 7. Member NI
(2 devices) b > (1 criteria) (3 member Ni(s))
ol

4. Device Classifiers
(1 classifiers)

5. Group by Eigen Values

(4 eigen variables)

Seed Network Intent: @ Seed Network

Intent is used as the bas:

0 the Input Devices in order to create Member Network Intent.

Check Interface Mismatch i

Seed Network Intent: ||| Check Interface Mismatch

2 aliases with 2 seed devices: 2 macro variables

Alias @

+ Add Alias [ Delete All Aliases

Description

2 seed devices:

Device

> & US-BOS-SW1 1 Diagnosis

This Device 49 US-BOS-5W1

> & US-BOS-SW2 1 Diagnosis

Neighbor Device @ US-BOS-SW2

The seed NI can support macro variables. For example, users can create a NI to check the MTU mismatch between
two specific neighbor interfaces using the CLI command show interface e0/0. While replicating this NI to all
neighbor interfaces of a network, the system needs to replace the interface name e0/0 with the interface name of
the member device. The Macro Variables are defined for this purpose.
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Define Macro Variables

Define macro variables to be used by intent diagnosis definition, intent cluser.

4 & UsBOS swi CLI Command: show interface e0r1
@ show interface $$interface.
* Variable: |show interface $$interface_name
44 US-BOS-SW2
SSinterface_name
@ show interface $$interface...
Description: |interface name

TyPe: | string

* Default Value: |eo/1

Cancel

2.1.1.3 Seed Logics

The seed Logic node selects the logic replicating the seed NI to the input devices. Each seed device can belong to
only one seed logic. A seed logic includes a group of seed devices and a replication setting. There are three types
of seed logic:

Name: | MTU Mismatch Tags: +Add (5] Apply

Description: | Find all MTU mismatched interfaces across the whole network @ signature Variables: +Add

2

ﬁ 2 Seed NI 3. Seed Logics
(2 seed devices) (1 seed logics)
O]y
1. Input Devices - 6. Target Seed 7. Member NI
(2 devices) S (1 oriteria) (3 member Ni(s))
4. Device Classifiers 5. Group by Eigen Values
(1 classifiers) (4 eigen variables)

Seed Logics @ Seed logics are defined to categorize seed devices into logic groups and those logics wil be replicated to the input devices.

2outof 2 seed devices added | + Devicelevel Logic 4 Neighbor-level Logic 4 Group-level Logic | 3 | Seed Network Intent: i Check Interface Mismatch
2 seed devices:
4 Name Alias [Seed Device] (Role) @ Type Replication Logic X -
> &v US-BOS-SW1 1 Diagnosis
Pl Check MTU Mis... Neighbor-level Lo... -
> & US-BOS-SW2 1 Diagnosis
Full Mesh This Device [ & US-BOS-SW11]
Neighbor Device [ & US-BOS-SW2 ]
-

4 »
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1. Device-level logic

Device-level logic is used for the single device diagnosis and replicated once for each device. For example, the NI
checks the configurations for security compliance (whether the password is encrypted and telnet is disabled) and
monitors the operation status (interface CRC error increases).

Device-level Logic

Device-level Logic is used to categorize those devices without cross-device diagnosis into a

logic group, and the logic will be replicated based on a single device.

Name:

Select Devices

D1[Re]

@ Replication Logic: Once

2. Neighbor-level logic

Neighbor-level logic is used to categorize neighbor-pair devices with cross-device diagnosis into a logic group, and
the logic will be replicated based on the neighbor pair. There are three types of replication logic which is designed
for the different types of real-world cases:

17



Neighbor-level Logic

Neighbor-level Logic is used to categorize neighbor-pair devices with cross-device diagnosis
into a logic group, and the logic will be replicated based on the neighbor pair.

Name:

Select Devices

This Device [ & US-BOS-SW1 ]
Neighbor Device [ & US-BOS-SW2 ]

© Replication Logic:

Full Mesh

Full Mesh

Sparse Mode

Hub-Spoke

a. Full Mesh

The full mesh will take any two input devices in an eigen group to replicate the diagnosis. So, if there are n input
devices in an eigen group, NIC may generate the maximum of n*(n-1)/2 diagnosis in a member NI. Full mesh mode
can be used to check the parameters across each neighbor pair to ensure the parameter for each device is unique.

For example, check Router IP for an OSPF autonomous system to ensure that all router IDs configured within the
same Autonomous system are unique.

OSPF Topology with Areas

Seed NI Logic checks the router ID of two devices to ensure that they are not the same. If the router IDs are the
same, the system will raise an alert.
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Name: |ospf_router_id_unigueness

Type description

If Loop Table Rows

FH final_table v Table Key: $ospf_pid1
A @ar Current v
ospf_rid v Equals
B | Select Variable v
Boolean Expression: A

Then

Diagnosis Note:

Anchor: | ospf_database_tabl... v

s R2 Current v

v ospf_rid VT

o || $this_device(R1.finsl_table) 's 0sPF Rout! B

»

Set as Status Code for This Device @) Alertv

To expand the logic to all devices within the same OSPF autonomous system, use the Full-mesh replication logic

to define the seed logic.

Targe! Seed

BGP Naighbar Pair

&

R1

Analysis Logic
BGP Holdar times 1= R2
Raise Alert

&

R2

Graup of Devices Group!

& &
“ &

Worker NI Check BGP Neighbor

&

&
]
&—&
D2
&

& —&

BGP Holder timer 1= D4
D3 Raise Aleri] Da
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b. Sparse Mode

Sparse Mode will take the input devices of an eigen group as a list and replicate the diagnosis for any two adjacent
devices. So, if there are n input devices, NIC may generate the maximum of n-1 diagnosis in a member NI. Sparse
Mode can check the parameters across each neighbor pair to ensure that the parameters are the same across the
device selected. For example, check EIGRP K Value for the same EIGRP AS number to ensure that all EIGRP key values
within the same EIGRP AS number are the same.

araly  0/1172.24.143/24
i

| ™
H H 1o,
| 1015, 1722:14N
. 1
BJ-R2 0122 )
<

)
172.24.10.10 ﬁ
R 18/28

Cisco Router
BJ-R3

17224144
Cisco Router

o1 101722410
172.24.10.16/28

o
1
172.24.10.8/29

62/6°01'72TLL 0/08

&
- 0/1172.24.10.2/30 24.10,1/30
[~ e o5 172 GwaLah
172.24.10.0/30 10.10.7.253
BRI O Cisco Router

172.24.10.2
Cisco Router

Seed NI checks the K value for two devices to ensure they are not the same. If Key Values are not the same, the
system will raise an alert.

To expand the logic to all devices within the same EIGRP system, we use the Sparse Mode replication logic to
define the seed logic.
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Target Seed EIGRP Neighbor Pair

R1 R2
Analysis Logic
If EIGRP K Value R11= R2
Raise Alert]
Worker NI: Check EIGRP Key Value
Group of Devices: Group1
-~ » If EIGRP K Value D1 1= D2
, D1 Raise Alertl D2
D4 D2
If EIGRP K Value D
D2 Raise Alert] D4

D3 D4 If EIGRP K Value D3 I= D4
D3 Raise Alert! D4

c. Hub-spoke Mode

Hub-spoke mode is applied to the pair of devices with different roles. For example, one is a P device, and the other
is a PE device. Hub-spoke mode will divide the input devices of an eigen group into two groups according to the
roles and take one device from each group to replicate the diagnosis. For example, if there are m P devices and n
PE devices, NIC may generate the maximum m*n diagnosis in a member NI (for this eigen group).

We can create a NI to check the connectivity between a P and a PE device to ensure their connectivity is working.
Then expand the check logic to all connections between P devices and PE devices with Hub-spoke mode.

MPLS-P'

(e ST
e
wt

o

3}_4

PE-3600X-02 PE-ASRIK-01

PE-3600X-01
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Seed NI checks the connectivity between P and PE devices. If there is a connectivity issue between the P and PE

devices, the system will raise an alert.

To expand the logic to all devices within the same BGP AS Number, use the Hub-Spoke replication logic to define

the seed logic.

Neighbor Pair See Devices in Seed NI

_ Neighbor Ping Check Anaiysis Logic
it Lost package of Ping from D1 to D2 = 0
Then  Raise Alerl

D1-Hub D2 - Spoke
Member NI Devices with Replicated Diagnosis
- Neighbor Ping Check
Hub-Spoke
Devices within an Eigen Group R1 R3
) Neighbor Ping Check o= 3

R1 R4

Neighbor Ping Check ~
R RS

I . | Neighber Ping Check
R2 R3
R3.- Spoke R4 - Spoke RS- Spoke

T Neighbor Ping Check =
gy temermine_ogy

R2 R4

Neighbor Ping Check

R2 RS

Analysis Logic:
It

Lost package of Ping from R110 R2> 0
Then  Raise Aleril

Analysis Logic
I

Lost package of Ping from R1 1o R4 > 0
Then  Raise Alerl

Analysis Logic:
I

Lost package of Ping from RY to RS > 0
Then  Raise Alerl

Analysis Logic:
It Lost package of Ping from R2to R3 > 0
Then  Raise Alerl

Analysis Logic:
Lost package of Ping from R2 to R4 = 0

Then  Raise Aler!

Analysis Logic:
it Lost package of Ping from R2 to R5 = 0
Then  Raise Alert

3. Group-level logic

Group Level logic is used to replicate the exact number of device logic with seed NI. For example, a typical remote

site of your network consists of one router and two switches.

e
CATORR1

10.8.3.1
Cisco Router

[ ]
10.8.3.4/30

(+]
_—

10.8.3.6

Cisco 105 Switch 10.8.3.128/25

HSRP: 1(10.8.3.129)

1]
=

{
an30g ’Qe.g ; s
CATOR-SW1 Zir2s 823U CATOR-SW2
o wens®

10.8.3.2
Cisco |05 Switch
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You create a Seed NI to check the configuration compliance for a particular site, and you want to expand the same
logic to all remote sites having the same deployment and setup. You can use group-level logic for this purpose.

2.1.1.4 Device Classifier

The Device Classifier node puts devices into different classifiers based on the device types so each classifier can
use the same CLI command(s) to retrieve the data or use the same system. Besides device type, users can use
other device properties and the configuration file.

_—— 6. Targe Seed 7 Member M

Populate Data

> Static Method: Include Exciude targer Sevices

Users can define multiple classifiers, for example, one classifier for one vendor, which can be useful for an NI to

support the multi-vendor.

2.1.1.5 Group by Eigen Values

Group by Eigen Value node groups devices with the same eigen value into an Eigen Group, which includes three

steps:

a. According to the user's selection, the system computes a single string or a list of strings for each device’s
eigen value. For example, the hostname can be the eigen value for a single device diagnosis; for the neighbor
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level logic with the interface, users may select two neighbor device hostname and two neighbor interface
names as the eigen value.

b. The devices with the same eigen value or overlapping eigen value (if a list of strings is used for eigen-value)
will form an eigen group. Many groups could be formed as a result.

c. The devices in each group will serve as the candidate to form a uniqgue member NI.

_(¥] .
= 2 Seed NI 3. Seed Logics
s (1 seed devices) (1 seed logics)
1. Input Devices = 6. Target Seed 7 Member NI
(5 devices) (1 criters) (5 member NI(s)
add

4. Device Classifiers 5. Group by Eigen Values
Tassifiers) ¢

Group by Eigen Values ¢33 @ Devices with the same eigen volise will be grouped together into an Eigen Group ond those devices will be in the some Member Network Intent as well.

4 Device Classifier: [ Defaulz Classifiert
/8/2023, 2:44:36 FM)  Succeeded Execution Log

Populate Data @  (Lost exec

1 Eigen Variable:  + Add Variable
Seigengroups  View Data Retrieval Results

Variable Hosmame

Veriable S B Devie Propery 5 ivems: 5 items grouped and 0 items ungrouped Filter by: All Device Classifiers v Search. Q| B columns
Eigen Group|  Eigen Value Device Device Classifier
Group 1 (US-LAX-SW2) & US-LAX-SW2 Default Classifier]
Group 5 (US-BOS-SW5) & US-BOSSWS Default Classifier]
Groupd (US-BOS-SW4) & US-BOSSW4  Default Classifier
Group 3 (US-BOS-SW3) & US-BOSSW3 Default Classifier]
Group 2 (US-BOS-SW2) & US-BOSSW2 Default Classifier]

Users can add variables from the Parser library, built-in system data, and CSV input variables. Or they can create a
new Parser. Under the system data, users can select the device property, interface property, and topology data.

GD

All Variables

Device Classifier:  [B) Defaul: Classifier! v
2varisbles  +Add Variable v =
Add Variable from Parser Library Display Name Variable Name (Type) Eigen Variable
Add Variable from System Data St Vorrables
Add Variable from New Parser
Add Variable from CSV Input Variables == BB areas.area (string) o
4 [ Device Property Select Variables
[ Hosthame [ name (string)
View Details Cancel oK
&
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e Compound Variables and Ignore the variable order

While expanding a NI to check MTU mismatch between two neighbor interfaces to the whole network, users can
select the topology data under the system data as the eigen variables, including four variables, this device, local
interface, neighbor device, and neighbor interface.

Select a device property
L2 Topology % Q

This Device
M Local Interface
Meighbor Device

Neighbor Interface

Cancel Ok

Furthermore, users can add compound variables built from the currently selected variables. For example, users
can create a compound variable this_device_info with the formula SthisDevice + Slocalinteface. This compound
variable will uniquely identify a local interface across the network if the device hostname is unique. Similarly,
users can create the compound variable neigbor_device_info and set both compound variables as the eigen

variables.

25



Compound Variable

Variable Name: | This_device_info

Type: | string

Scope:

|
Deﬁmlinn:l

$tnisDevice + $locallnterface

cancel -

The system may create two eigen groups for a pair of this_device_info and neigbor_device_info as (R1e0,
R2e0) and (R2e0, R1e0). However, the order is not essential for MTU mismatch, and these groups should
be one. Users can ignore variable orders by adding the Ignore Variable Order setting and checking the

corresponding variables.

Name: ‘ 01_check_interface_mtu_mismatch ‘

Description: ‘ ‘ @ Signature Variables: 2 variables

Tags: +Add =] Apply

2 Seed NI 3. Seed Logics
ﬁ (2 seed devices) (1 seed iogics)

1. Input Devices.
(1 device groups/folders)

4. Device Classifiers 5. Group by Eigen Values
(1 classifiers) (2 eigen vanables)

Group by Eigen Values 45 @ Devices with the some eigen volue will be grouped together into an Eigen Group ond those devices will be in the some Member Network Intent as wefl

4 Device Classifier: [ Default Device Classifier!

2 Eigen Variable:  + Add Variable

B4 eigen groups  View Data Retrieval Results

=0

6. Target Seed 7. Member NI
(1 conditions) (33 member Ni(s))

_ (Last execured ar 2/7/2022, 5:17:51 PM}  Succeeded Execution Log

Variable T This_devicein.. 5 nbr_device_info
Variable Sauree @ Compound Vi Compund V.. 117 items: 117 items grouped and 0 items ungrouped Filter by: Al Device Classifiers v
| Ignore Variable Order @ | o Eigen Group Eigen Value Device Device Classifier

Group 56 (ip-172-26-0-13Tunnel10,.. & ip-172-26-0-13  Default Device Classifie...
Group 57 (AWS-CSR1000vTunnel10... &2 ip-172-26-0-114  Default Device Classifie...
Group 76 (gep-csr1000v-2Tunneld0... & gep-csr1000v-2  Default Device Classifie...
Group 29 (bur-isp-gw2GigabitEther... & bur-isp-gw2 Default Device Classifie...
Group 19 bur-isp-gw2Gigab & bur-isp Default Device Classifie...
Group 75 bur-isp- & bur-isp-gw? Default Device Classifie...
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e Merge group via variables

The system will create the eigen group by default if all eigen variables are the same. In some cases, users want to
group devices even if some eigen variables are not the same. For example, a Nl is created to check the neighbor

relationship between P and PE devices. For this purpose, we want to group the P device and its PE devices into an
Eigen Group.

PE-2600%-02 PE-ASRIK-02

Four eigen variables are added: Sname, SBGP_as_number, Snbr_device, Slocal_IP. And the Ignore Variable Order
is added to ignore the order of name and nbr_device.

4 Eigen Variable:  + Add Variable

WVariable name as nbr_device local_ip

Variable Source B Device Property [ show bgp all s... Compound Va... show bgp all s...
Ignore Variable Order @ [ ] jmj
Merge Groups via Variables @ O O O O im|

Four eigen groups are created for each pair of P and PE neighbors.
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Eigen Group =
Eigen Group 1
Eigen Group 1
Eigen Group 2
Eigen Group 2
Eigen Group 3
Eigen Group 3
Eigen Group 4

Eigen Group 4

Eigen Value

(MPLS-P-ASRO001-01,
(MPLS-P-ASR9001-01,
(MPLS-P-ASRO001-01,
(MPLS-P-ASR9001-01,
(MPLS-P-ASRO001-01,
(MPLS-P-ASRO001-01,
(MPLS-P-ASRO001-01,

(MPLS-P-ASR2001-01,

64550, PE-3600X-02)
64350, PE-3600X-02)
64550, PE-ASRIK-01)
64350, PE-ASR1K-01)
64550, PE-ASRIK-02)
64550, PE-ASR1K-02)
64550, PE-3600X-01)

64550, PE-3600X%-01)

Device

at
-
at
-
at
-
-
-

MPLS-P-ASRS001-01
PE-3600X-02
MPLS-P-ASRS001-01
PE-ASR1K-01
MPLS-P-ASRS001-01
PE-ASR1K-02
MPLS-P-ASR2001-01

PE-3600x-01

Device Classifier

cisco xr

cisco router

cisco xr

cisco router

Cisco xr -

cisco router

cisco xr

cisco router

To merge all eigen groups into one group, we can enable the merge variables function and select the variable
as_number so that the devices with the same as_number will be merged into one group.

4 Device Classifier:

E CisCo xr

+ Add Variable

3 Variables:

nbr_device

Variable name as

[d Compound Va...

Variable Source [ Device Property show bgp su.

Eigen Group 1
Eigen Group 1
Eigen Group 1
Eigen Group 1
Eigen Group 1
Eigen Group 1
Eigen Group 1

Eigen Group 1

(MPLS-P-ASR9001-01,
(MPLS-P-ASR9001-01,
(MPLS-P-ASRO001-01,
(MPLS-P-ASRO001-01,
(MPLS-P-ASR2001-01,
{MPLS-P-ASR9001-01,
(MPLS-P-ASRO001-01,

(MPLS-P-ASR2001-01,

64550, PE-3600X-01)
64550, PE-3600x-02)
64550, PE-ASR1K-01)
64550, PE-ASR1K-02)
64550, PE-3600%-01)
64550, PE-3600X%-02)
64550, PE-ASR1K-01)

64550, PE-ASR1K-02)

& PE-3600X-01
& PE-3600X-02
& PE-ASRIK-01
& PE-ASR1K-02
& MPL5-P-ASR2001-01
& MPL5-P-ASRS001-01
& MPLS-P-ASRS001-01

& MPL5-P-ASR9001-01

Sart Group € O imi
Merge Variables € |:| |:| i)
Eigen Group -  Eigen Value Device Device Classifier

CiSCO router

CiSCO router

cisco router

cisco router

cisco xr =

CISCOo Xr

cisco xr

cisco xr
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2.1.1.6 Target Seed

Target Seed node defines how to match the input devices to a seed device. The system uses the target seed to
match each device inside an eigen group to a seed device inside a seed NI and then from the matched seed
device to match the corresponding seed logic. One input device can match multiple seed devices and so multiple
device logic, meaning that this device can be cloned the multiple logic.

For example, an Nl is created to check the failover status of a primary and backup HRSP device. The seed devices
are the primary and backup devices. We can define the target seed logic: if Sstate contains Active, match the
primary seed device; if Sstate contains standby, match the standby seed device.

2 Seed NI

3. Seed Logics e

1. Input Devices ﬂ m 6 Target Seed 7 Member NI

Target Seed

4 Device Classifier: [B) Defaulk Classifier

Populate Data @ (Lot execured ot 2/14/2022, 207:17 FM)  Succeeded Execution Log
Seed Device matching criteria; + Add Criteria
4 eigen groups: 4 groups will create Nl and 0 groups won't create NI View Data Retrieval Results
e A v | | Contain v || A ]
8 items: 8 fzems matched and 0 ftems not matched  Filier by: All Device Classifiers v Q, B columns
B v
EigenGroup  Eigen Value Device Matched Seed Device  CreateNI?  Device Classifier
Boolean Expression: A Group 1 (10.8.1.17) & USBOSSW2  Primany(US-BOSSWT)  Yes Default Classifier1
Group 3 (10.8.1.8) Backup(US-BOSSW2)  Yes
Then  March Seed Device: | primary[US-BOS-SW1] v | Define Matching Macro Variables
Group 2 (10.8.1.1) @ US-BOS-SW2  Primary(US-BOSSSWT)  Yes
i SEtEEamE Group 1 (10.8.1.17) @ USBOSSWI  Backup(USBOSSW2)  Yes
Group 3 [10.8.1.8) @ USBOSSWI  Primary(US-BOSSWI)  Yes
- Group 2 (10.8.1.1) & USBOSSWI  Backup(USBOSSW2)  Yes
A v | | Contains v | | Standby of
Group 4 (10.83.129) & CATORSW2  Primany(US-BOSSWT)  Yes
B | Select Variable v Group 4 (10.83.129) & CATORSW1 Backup(US-BOSSW2)  Yes Default Classifier
Boolean Expression: A e

e Define Matching Macro Variables

Suppose the Seed NI has the macro variables. For example, it uses the CLI command, show interface e0/0 to
retrieve the data for a special interface. Users need to define which eigen variables will replace the Macro
variables.
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Define Matchin;

Seed Device .. Macro Variabl.. Macro Variable Typ... Matching Varisble ..  Matching Variable Type ...

US-BOS-R1

Sintf_name localinterfa.. v | swring

Sintf_name localinterfa.. v | string

2.1.1.7 Member NI

Member NI generates the member Nls with the following additional functions:

2.Sesd NI 3. Seed Logics
ﬁ (2 seed devices) (2 seed logics)
1. Input Devices = 6. Target Seed 7. Member NI
(17 devices) N (2 criteria)
a

(4 member Ni(s))

4_Device Classifiers 5. Group by Eigen Values

Member Network Intent @ To generote Member Metwork Intent and olso mointain the baseline data for oll Member Netwark Intent,

[ e —— ———

4 Member Network Intent, with 4 automatically generated, and 0 manually added  + Add Network Intent Details NI Creation log.

Filker by: Select Devices v Metwaork Intent Name:  Meighbor_Pair NIC 1 #
Tags: gty we® v @

O Newwork Intent Devices Type Last Run Time Statws Code €SV Report Intent Map: Select Map

B Neighbor Pair NICT 2 Auto- red

2 Neighbor_Paic EEE EigenValue: (10.81.1)

(J Neighbor_Pair NIC2 2 Auto-generated

Signature Variable (0): nla
[ MNeighbor_Pair NIC3 2 Auto-generated
([ Neighbor_Pair NIC4 2 Auto-generated Devices (2 & US-BOS-SW1
& US-BOS-SW2

Export CSVReport  Save CSV Report

Run Network Intent. i)

e For each member NI, users can view its member devices and eigen variables, set the Intent map, add tags, set
the signature variables.
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e Add the static NI as its member Nls.
o Define the run setting and setting how to create the Intent Map automatically.

Run Settings

@ Live Newwork
Use config file retrisved from baseline

O Current Baseline

Execution Log Mode:
ecurionLog Mode: | @ Common Log

Show commun execution logs

() Deailed Log

Show detailed execution logs for debugging purposes

Cancel -

e Export CSV report. After executing Member Nlis of a NIC, the system will merge all reports generated by
member Nis and create a single report.

Member Network Intent € To generate the member network intent and also run the network intent

Refresh Member Network Intent v §8% (Lostexecuted at 1/15/2022, 4:03:58 PM)  Succeeded Execution Log

49 Member Network Intent, with 49 automatically generated, and 0 manually added  + Add Netwark Intent L
Filter by: Select Devices v N
Tags: All Search... Q ‘ [ 2]

[ Network Intent Devices Type Last Run Time Status Code CSV Report

[J test1 21 1 Auto-generated  1/15/2022, 4:05:21 PM currentd... ... Report IE‘ .

O test122 1 Auto-generated  1/15/2022, 4:05:20 PM currentd... ... Report S

= e

Export CSV Report  Save CSV Report Run Network Intent ik
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2.1.2 Execute NIC

Member Nls of a NIC can be run manually. However, the better use case is that NIC is triggered by an external ticket,
which requires adding NIC to the triggered diagnosis of the TAF system, or internal probe, which requires installation
of NIC to the probe.

Install NIC to a probe via three steps: 1) Select NIC; 2) Define Filter for Member Intent Member Device with Member
NI Tags and signature variables; 3) Add Probe to Trigger Intent Execution.

Installed Network Intent Cluster - BGP Check X

| Select Network Intent Cluster: 5GP Check 1000 Member Intents, 2000 Member Devices Description: | Trigger BGP Check NI Cluster Automation
1. Define Filter for Member Intent: Save and Calculate * Cancel *Recalculation needed
Filter Name: | MPLS Check v (3Filters) Installed Member Intent: ' A
Device Probe Name Member Intent Filter
A Member Device hd Matches ~ Probe Device v "|ﬁ
B Member NI Tag ~  Matchesany v | MPLS v
€ Select Criteria ~

Boolean Expression: AorB

Maximum Network Intent matched for one probe: | 1 Additional Setting ~

2. Add Probes to Trigger Intent Execution:

Search Probe Across Member Devices  + Add Probe Name

Probe Name Filter
Configuration Change Select a Filter ~
BGP Nbr Change BGP Check v
MPLS LDP Nbr Change MPLS Check v
4 Include/Exclude Specific Probes + Include Probes  + Exclude Probes
4 Device Probe Name Filter

4 Include (1)
@ BST_Core? B Configuration Change Filter 1~
4 Exclude (1)

£ P A MPLS LDP Nbr Change

2.2 Triggered Automation Framework

V10.1 developed a new Triggered Automation Framework (TAF), a new version of the ServiceNow App, and
enhanced the Incident Pane to better support PDAs.
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NetBrain TAF

3 Party IT

System . NetBrain
(ServiceNow, ——API call—» Intggﬁ:jﬂd i » Incident Type » E?agg:(:;(i » Incident Pane
BMC Remedy, v &

etc.)

TAF has the following key components:

1. Integrated IT System: define the categories of API calls and what data for each API call comes from the IT
system (ticket system) to be integrated with NetBrain.

2. Incident Type: for each category of the incoming API call from the Integrated IT Systems, TAF will further
classify them into NetBrain Incident types. The Incident Type defines:

a) The condition to put an API call into this Incident Type.

b) The signature to decide whether merge the API call into an existing Incident or create a new
Incident.

c) The Incident message and Guidebook, which will be displayed in the Incident Pane.

3. Triggered Diagnosis: each Incident Type can be installed to execute NI/NIC. The installed NI and NIC can
be run automatically (triggered Diagnosis) by the incoming API call or displayed in Incident Pane for the
user to execute manually (self-service). The Diagnosis results and NI codes are shown in Incident Pane and
the Integrated IT system. The Triggered Diagnosis defines:

a) When to trigger run NI/NIC (triggered condition).

b) Which member Nlis for a NIC (member Network Intent filter).

c) How to run a member NI (member NI execution mode). A user can select create the Intent Map
only, Execute the NI only, or both.

2.2.1 Integrated IT System

The first step of integrating an IT system is to define the API call signature (or identification) from that system to
the NetBrain IE system. This can be done via defining an Integrated IT System at the system management level. An
Integrated IT system describes what types of APl calls (category) and the data included in these API calls. In addition,
the system provides a mechanism to support multi-tenant and domain deployment for MSP and other customers.

33



2.2.1.1 Define an Integrated IT System
An Integrated IT system has the following fields:

e Source: the name of the ticket system, such as ServiceNow.

e URL Address: the URL of the ticket system, such as netbrain.servicenow.com. This field is used to
differentiate which source an API call is from.

e Description.

o Datafield: categories of API calls and the data fields for each category.

Edit Integrated IT System X

Source: | ServiceNow
URL Address: | hurps://dev59490.service-now.com/

Description: | Build data structure which can be used for triggered diagnosis for ServiceNow

Data Field: | + Add Category
=0 MName: | incident
4 B incident

. Condition: _
= Configuration_iteml + Add Condition

(U ((

Short_description

Descriprion

([

State

(U (]

Impact

Urgency

([

Prierity

(U (]

Assignment_grouph
Assigned_toName

Call_Back_URL

([

- Boolean Expression:

(]

3

Cance ok

Each category corresponds to the different types of API calls from this ticket system, which usually has various
data fields or parameters. For example, one category for the Incident ticket and another category for the Change
Request ticket. Users can manually add data fields or import from a JSON file.

If multiple categories are defined for an IT system, TAF needs to match an API call to a category by looking for a
particular data field, category, of the API call. Therefore, we recommend that the user add this particular data
field to all categories. Otherwise, a user can define a condition of a category used by TAF to tell which category an
incoming API call from this ticket system belongs to.
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Edit Integrated IT System X

1 Source: | ServiceNow

URL Address: | https://dev59490.service-now.com/

Description: Build data structure which can be used for triggered diagnosis for ServiceNow

Data Fleld: | + Add Category Name: | change_request

Assigned_toName &
Condition:
Call_Back_URL onalient |, add Condition

MNumber
A |sys_class_name Contains wv | |change request imj
CallerName

oo W W

4 [l change_request
= Assignment_grouph
£ Assigned_toName
Configuration_item?
Description

Impact
Boolean Expression: | 4

o W

Planned end date

4 >

Cancel oK

ServiceNow App 3.0 provides the Send Data Fields to NetBrain feature, automatically creating or updating the
integrated IT System for the ServiceNow. In addition, the auto-created Integration IT System includes the particular
field, category.

2.2.1.2 Multi-tenant Support

MSP customers usually have multiple tenant systems, one tenant for one client. To support the multi-
tenant/Domain, an API call must include a particular data field, scope, and define mappings between scopes and
Domains for Integrated IE systems. TAF framework will forward the API call to the matched domain.
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2.2.2 Define and Test Incident Type

For each category of the incoming API call from the Integrated IT Systems, TAF will further classify them into
NetBrain Incident types. The Incident Type defines:

1. The condition to put an API call into this Incident Type.

2. The signature variables to decide whether merge the API call into an existing Incident or create a new
Incident.

3. The Incident message and Guidebook, which will be displayed in the Incident Pane.

The definition of Incident type has three steps:
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New Incident Type

Incident Type: Description:

Source: | ServiceMow v Category: | incident W

Condition: @ Define condition(s) on whot AP! call will be dlassified to this incident type.

A | select Criteria v

Basic Information

Boolean Expression:

Settings to Merge API Calls into Incident

[ Match Existing Incidents Only €@ Set New Incident Subject

M into Incident by 5i 3
erge into Incident by Signature + Add New Value

Incident Merging
Merge into Incident by Time: Creation Time: less then | 1 v

Updated Time: less then | 1 W

Settings for Incident Message

[ Define Incident Message: + Add Incident Message Incident Message

Recommended Interactive Automation: Guidebook v Selact

Test Cancel OK

1. Basic settings

¢ Incident Type: a unique name, such as Interface Error, BGP Down, etc.

e Description: an optional field to describe the Incident.

e Source: select an Integrated IT system, such as ServiceNow.

e Category: select a source category, such as Incident (Incident ticket from ServiceNow).

e Condition: define which API calls of this category coming from the source belongs to this Incident Type.

2. Incident Merging Setting

Often multiple tickets are related and can be caused by the same root cause. For example, if a monitoring

system detects an interface is down, it may create multiple tickets. TAF allows a user to merge API calls for all
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these tickets into one Incident instead of creating a new incident for each of these calls. The setting to merge
will be defined like this: if an API call has the same signature value as a previous API call within a specific time
range, do not create a new incident. Instead, append a new Incident message to the Incident created in the

last call.

Settings to Merge API Calls into Incident

[] Match Existing Incidents Only @

Set New Incident Subject

Merge into Incident by Signature:

Valuel: Configuration_itemName

Merge into Incident by Time: [ Creation Time: less then | 1

Updated Time: less then 1 minute... W

Define Incident Message

Each ticket will append a message into the corresponding Incident and optionally a recommended guidebook
or Runbook template for the interactive troubleshooting. Besides the text, a user can insert any data field from
the category, built-in special fields ({Incident Type}, {source}, {category}, and {triggered time}), and hyperlink

into the message.

Settings for Incident Message

Define Incident Message: + Add Incident Mes

ServiceNow ticker: {Number} Short description: {Short_..

Create incident message by API call's data

Create incident message

[ Recommended Interactive Automation: Runbook Template v Interface Checking

oy Runbook template

S and Guidebook

4. Test Incident Type

Incident Type edit Ul provides the Test button for a user to test i

ts definition. After inputting the data fields of

the incoming API call, the system prints out the execution log, including each step's details.
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Input data to emulate AP call.

Shors_descnprion: | CA Spectrum | P2-High | US-BOS-R1Ethemed/1

215PM  —eStarced 5o match Incident sype-———-—
215PM  Matched incident type “incerface error”
215PM  Generated signature "US-BOS-R1 .

igh | US-BOS-RIEmernerd/! | interface error detected”
sge by Rurbaok Template “interface Checking
o

215PM  This task completes.

2.2.3 Define and Test Triggered Diagnosis

Under the Triggered Diagnosis tag of Triggered Diagnosis Center, a user can install an NI or NIC for an Incident
Type. The installed NI and NIC can be run automatically (triggered Diagnosis) by the incoming API call or displayed
in Incident Pane for the user to execute manually (self-service). The Diagnosis results and NI status codes are shown
in Incident Pane and the Integrated IT system.

For example, you create a NIC to diagnose the BGP flapping issue, generating member Nls for all BGP devices in
your network. So now, for any API call falling into BGP flapping Incident Type, you can define a Diagnosis to run
this NIC when the Incident occurs. The result indicates whether a BGP flapping occurred and an Intent Map is
shown to the end-user in Incident Pane or ServiceNow.
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=  net3rin

08 & Gomis @ @

Triggered Diagnosis Center

1L B

P
§

sbied  Sefservcs Erabled Disgross Name NIC/NI Hame Euscution Made

apping examination Check BGP Flapping Msp/Disgnosis Define triggered NIC £ verify B,

Define a triggered diagnosis with the following steps:

Define the basic setting: name, description, type (NI or NIC), and select an NI/NIC
Enable the NI/NIC to be triggered, self-service, or both.
Define the conditions for the NI/NIC to be triggered (triggered condition).

pwnN PR

For NIC, define which member Nlis to be executed (filter member NI) and how they are executed.
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Edit Triggered Diagnosis

-
Name: | BGP flapping examination Description: | Define triggered NIC to verify BGP flapping issue
Type: Metwork Intent Cluster W Check BGP Flapping Select
Enable Triggered Diagnosis |:| Enable Self-service & Self-zery

~ Filter Incoming Incident

Incoming Incident Type: SNOW BGP Incident W

@ Define filter(s) to trigger diagnosis by dota field(s) of incoming AP! call,

A | Select Criteria W

Boolean Expression: | A

~ Match Member Network Intents

@ March member Ni(s) to be executed by signature variable, member device, or member Ni tag.

A | Member Device W Is part of v | |Short_description v

B | Select Criteria W

Boolean Expression: | A -
Test Cancel 0K

2.2.3.1 Basic Setting

Besides the name and description, you select a NI or NIC for the Diagnosis. In most cases, you should choose NIC
unless the Incident Type is specific for certain devices. For example, select the NIC, BGP Flapping Examination.

The NIC can be set to run automatically if the triggered condition is satisfied or displayed in the Incident Portal for
the end-user can manually run it (self-service).
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2.2.3.2 Triggered Condition

Trigged condition defines when this Diagnosis will be executed. First, you select the Incident Type to trigger this
Diagnosis. Then optionally define the condition. If no condition is specified, the Diagnosis will always be executed
when the incoming API call belongs to the Incident Type.

~ Filter Incoming Incident
Incoming Incident Type: SNOW BGP Incident v

@ Define filter(s) to trigger dingnosis by data field(s) of incoming AP call.

A | Short_description W Contains v BGP flapping o
B Description W Contains v BGP flapping W
€ | Select Criteria W

Boolean Expression: | Aor B

2.2.3.3 Filter for Member Network Intent

For NIC diagnosis, users can filter the member NIs to be executed. In our example, you may not run all member Nlis
if there are many BGP devices in your network. Instead, you may want to run the member NIis for the device(s)
related to this Incident.

~ Match Member Network Intents
Match member Nifs) to be executed by signoture variable, member device, or member Ni tog.
Y SIg 5

A | Member Device W Is part of v | |Short_description v m

B | Select Criteria w
Boolean Expression: | A

Maximum number of Network Intent(s) matched for one trigger task: 1

You may set Maximum Network Intent Matched for One Trigger to be a reasonable number to protect the system.

42



2.2.3.4 Member Network Intent Execution

NIC defines the logic to check the network state against the Intent and create a map for the Intent. The user can
specify which to execute.

~ Member Network Intent Execution
Execution Mode: Execute Network Intent and Insert Intent Map W
Network Intent Execution Settings:

Set Incident Device after Execution: nclude Network Intent Device with Alert Status Codes N

Create Incident Message with NI Status Code
Customized Incident Message for Map:

View problem device B

e Select the Execution mode: Execute Network Intent Only, Insert Intent Map Only, and Execute Network
Intent and Add Intent Map.

e Select the Network Intent Setting: defining how the results are displayed in the Incident Portal. The option
Set Incident Device after Execution allows the user to set the incident device(s) to include all Network
Intent devices or only the Network Intent Devices with the alert status codes. The option Create Incident
Message by Status Code will create an Incident message with the status code.

e Ifan NI has an Intent Map, the system will display the map in Incident Portal. Otherwise, the system will
create an Intent Map according to the logic defined in NIC. An incident message will also be created with
a hyperlink of the Intent Map.

This setting affects both the triggered and self-service Diagnosis. If Execute Network Intent is selected, this
Diagnosis will be available for the manual Trigger NetBrain Diagnosis (in the Integrated IT system and Incident
Portal). Similarly, if Insert Intent Map is selected, the Diagnosis will be available for the manual Trigger NetBrain
Mabp (in the Integrated IT system and Incident Portal).
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2.2.3.5 Guide for Interactive Automation

The user can select a guidebook or a Runbook Template to guide the end-user to run the recommended automation
in the Incident Portal.

~ Guide for Interactive Automation

Recommended Interactive Automation: Runbook Template kv BGP [Cisco 105] Select

2.2.3.6 Subscribe to Preventive Automation

A diagnosis can be configured to collect the alerts from Flash Probe and/or Nlis. The user can define the time range
(e.g., next one day), filter tag (e.g., BGP probe or NI), and alert type from Intent.

~ Subscribe Alert(s) from Preventive Automation

Enable Subscription to collect alert in the next | 1 hour(s) A
Alert Type: [ Alerts from All Probes of the Incident Devices
Alerts from Network Intents
(O All Intents of the Incident Devices

@ All Intents with Tags: | bgp

The system will collect all alerts from the fresh probe or Nis on all incident devices in the configured time range and
display them in Incident Pane.

2.2.3.7 Self-service Settings

If a diagnosis is enabled for Self-service, an end-user can select and run this Diagnosis manually from Incident
Portal or the IT Integrated System such as ServiceNow. The Self Service enables Network engineers to share
essential diagnosis functions with IT engineers. See section 2.3.5 and section 2.4.1 on how users can run the self-

service diagnosis in ServiceNow and Incident Pane correspondingly.
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Self-service Settings defines parameters an end-user must input in the popup window when the Diagnosis is
selected and run and other options:

Self-service Settings X
@ Define how to create self-service triggered diagnosis in integrated IT systems and NetBrain Incident.

Diagnosis Name: | Verify BGP flapping

Match Member Network Intents

Parameter1: Member Device W
Prompt: | Device Multi-choice: | US-BOS-R1 W Enable Manual Input Mandatory
Hint: | Input device name, like R1.

+ Add Mew Parameter

Maximum number of Network Intent(s) matched for one trigger task: | 1

MetBrain Incident Setting

[ Create new NetBrain Incident if no incident exists for this ticket

Cancel OK

e Diagnosis name: the name displayed to the end-user while selecting a diagnosis to run. It can be different
than the diagnosis name defined in the Triggered Diagnosis window.

e Parameters to filter the member Nls: the user can select NIC signature variable, member device, member
network intent tag. For each parameter, the user can define the prompt, whether the end-user selects the
value from the multiple-choice and/or enters the value manually, whether it is mandatory, and hint. When
Multi-choice is enabled, the user should enter the possible choices separated by the semi-colon (;). These
choices will be displayed to the end-user as the dropdown menu. If both multiple-choice and manual input
is enabled, the end-user can manually enter the value or select from the dropdown list.

e  Maximum Network Intent Matched for One Trigger defines the maximum of matched Nls. The system will
stop matching NIs when this number is reached.

e Checkbox Create New NetBrain Incident if No Incident Exists in this ticket will create a new incident if no
incident exists for this ticket.
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The self-service setting has the default values so that the Diagnosis can typically work if a user does not change the
default setting.

2.2.3.8 Test Triggered Diagnosis

Triggered Diagnosis Ul provides the Test button for a user to test its definition. After inputting the data fields to
emulate the API call, the system prints out the execution log with each step’s details.

L B3 @ A @oemolas @ @

+

Path | Trace
Triggered Diagnosis Center “Test Triggeresd Diognosis x

Triggered Diagnosis Disgrosis Log nput data to emulate AP! call

Install Network Intent Cluster or Netwrork Int

i 2
;E.il

ncident Type Triggered Diagr

Close

A link is provided to view the Incident for this incoming call.

2.2.3.9 Manage Triggered Diagnosis

Triggered Diagnosis is managed in the Triggered Diagnosis Center, where a user can view all Diagnoses grouped by
Incident Types, create, edit, delete, and duplicate (copy) a diagnosis. The center also provides the standard search
and import/export functions.
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Triggered Diagnosis Center

Incident Type Triggered Diagnosis Diagnosis Log

Install Network Intent Cluster and Network Intent for API triggered diagnosis.

Items: 1 + Install Intent for Diagnosis [2 Import [ Export . alo

4 Incident Type Enabled Triggered Diagnosis Enabled Self-service Diagnosis Name Intent Name Execution Mode Descripl
4 Demo_IT
(] ] DemoDiagnosis B devReboot Man/Niacnncic
Edit
Duplicate
Export
Delete

Test

2.2.4 Triggered Diagnosis Log

Under Triggered Diagnosis Log tag of Triggered Diagnosis Center, logs of all triggered Diagnosis are listed,

Triggered Diagnosis Center

Incident Type Triggered Diagnosis Diagnosis Log

Display all triggered tasks from integrated IT system and NetBrain incident.

ltems: 9 Time Range: | Last 7 days v Status: | All v Qo
Task ID Source Category Triggered Time Status Incident Type Incident ID Matched Diagnosis Count Log
b&7clale-1311-4d8a-a124-a946b12b%e35  ServiceNow incident 1/17/2022 01:53 PM Finished Demo_IT 100007 ] View v
8489e78b-9664-49¢4-8e69-09ca1394f221  ServiceNow incident 1/17/2022 01:38 PM Finished Demo_IT Delete View
6a09801f-6b1a-ce58-3acf-08af34e09449 NetBrain - 1/17/2022 10:27 AM Finished None 1 View
93ba5a9c-b7ff-43a6-9bc3-9534d3cac955 ServiceNow incident 1/16/2022 09:44 AM Finished Demo_IT 100005 1 View
27dcb02b-afob-41ca-8d6f-41e3c01b4e54  ServiceNow incident 1/16/2022 09:42 AM Finished Demo_IT 100004 1 View v
a1b08f70-bd2a-4ad5-9956-5c8c29e83cb2  ServiceNow incident 1/16/2022 09:25 AM Finished Demo_IT 1 View
15a9f304-93a9-4b73-a88f-04adebdfc1b6 ServiceNow incident 1/16/2022 09:21 AM Finished Demo_IT 100002 1 View
a5300e1e-5952-45b3-8b95-48a899387479  ServiceNow incident 1/16/2022 09:09 AM Finished Demo_IT 100001 1 View
8e96c8b0-7dfb-4258-981d-631e5c734941  ServiceNow incident 1/16/2022 09:09 AM Failed Demo_IT None 0 View

2.3 ServiceNow App 3.0

IE Release 10.0 and 10.1 provide new features to improve the automation troubleshooting workflow, such as
Incident Portal, Guidebook, Network Intention (NI), and Network Intention Cluster (NIC). To integrate these new
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features into the workflow, NetBrain v10.1 developed a new Triggered Automation Framework (TAF) and a new
version of the ServiceNow App, 3.0. The ServiceNow App 3.0 (abbreviated as App 3.0) has the following

improvements:
Service Now
SNOW App V3.0
N f N Call NetBrain API
» Trigger Rule » Shared Data —— Return Incident
Connector ServiceNow Data Scope——»|
ServiceNow ‘
Data .
. NetBrain IE
e Incident
e CM Request SNOW App V2.0
e Problem
- rain Call NetBrain API Stub
» Trigger Rule » Automation [— 2 eoorain U0
Return Map
Template
Connector NetBrain Domain | >

e Move the definition of NetBrain automation from the App to the NetBrain |IE system and so do not require
the App definition change to automate a new network task.

App 2.0 defines the trigger rule and automation template for each type of network problem. When a new
task issue needs to be automated, or better automation is developed for an existing task issue, the
automation template will be redefined, which requires ServiceNow admin to be involved. The new TAF
framework moves the definition of the automation template to the IE system. So, App 3.0 only needs to
send the ServiceNow data helpful in diagnosing to the IE system. Since a ServiceNow data resource such as
the Incident table does not change, App 3.0 does not require reconfiguration when a new type of problem
occurs.

e Support what data will be sent to NetBrain IE
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App3.0 completely upgrades problem diagnosis automation and mapping engine from fixed, runbook-
driven to a flexible, intent-driven approach, enabling ServiceNow as another independent source to
consume NetBrain automation. It also makes it possible to upgrade the ServiceNow/NetBrain integration
without coding continuously.

e Integrate with NetBrain incident and display the NI and NIC results
When triggered automation occurs, the NetBrain incident URL will be returned to ServiceNow to replace
the current Embed Map. A user can open NetBrain Incident Pane from the triggered results, which provides
much richer data and diagnosis history than the static embed map. Also, this updated ServiceNow data
entry can be sent to NetBrain IE and displayed in the Incident Pane. In addition, the status code of NI and
NIC results are displayed in the triggered results.

e Support Multi-tenant
The MSP customers can have multiple tenants or domains to manage their clients’ networks. In App 2.0,
we only support one domain for triggered automation. App 3.0 supports the multi-tenant by mapping the
related ServiceNow data (Scope) to NetBrain tenants and domains.

2.3.1 NetBrain Connector

The NetBrain Connector connects the ServiceNow and the NetBrain IE system. App 3.0 supports a new
authentication method, by token, and the multi-tenant deployment.
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Besides the old authentication by NetBrain APl username and password, the App 3.0 supports the authentication
by API username and token, which can be used if NetBrain IE user uses token for authentication.

Authentication Type By Token e
NetBrain APl Username Servicenow-API
Token

MSP customers usually have a multiple-tenant system, one tenant for one client. App 3.0 Connectors support the
multiple tenants via the concept of Scope. The Scope is used to match a triggered API call to a NetBrain tenant.
The Scope should be the display name (field name) identifying which client a ServiceNow ticket belongs to, such
as company name and customer ID.

Netbrain Deployment Multi-tenant hd

Scope

The mappings between scopes and domains are defined in the NetBrain IE system setting.

2.3.2 Define Shared Data Field

The App 3.0 allows the user to define the data fields sent from ServiceNow to NetBrain IE system in the API call
triggered. The shared data can be defined for each source table, like Incident, Problem, Change Request, or other
customized tables.

All data fields are displayed by default while defining the shared data for a ServiceNow source. The Filter function
is provided for the user to find the fields. The default filter lists this source's matched fields and key subfields. The
App also provides the other type of filter to list all subfields of a matched field, for example, company.class, etc.
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2.3.3 Auto Trigger for NetBrain Problem Diagnosis

App 3.0 supports two types of triggers:

e Diagnosis Trigger V2.0: identical to the functions of App 2.0. This stub will create a NetBrain map and
execute the Runbook.

e Diagnosis Trigger V3.0: the new diagnosis trigger supports multiple tenants and domains. It will trigger
Network Intent Cluster (NIC) and Network Intent (NI).

2.3.3.1 Trigger Stub V2

App 2.0 provided trigger rule and NetBrain automation template to create NetBrain map and execute a Runbook.
App 3.0 keeps these functions under NetBrain Triggered Diagnosis (V2) to be compatible with App 2.0 with one
enhancement: the user has Enable Auto Access for NetBrain Portal option in trigger rule setting. With this option
checked, the NetBrain Portal of the Incident will create an access code, and the user can open the Incident Portal
without login.
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2.3.3.2 Trigger Diagnosis V3
SErVICeNOW. Service Management @ syemudminstator - Q. F @)
Filter navigator = TriggerRules m Search | Name v | Search 1 tollofll
E E ® ? "
O\ = Name A = Active ondition = Auto access to NetBrain Portal enabled =Table
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The definition of the trigger rule of Triggered Diagnosis V3 is much simpler than V2. The user only needs to define
the source table and conditions in which an API call is triggered. So, App 3.0 only needs to send the ServiceNow
shared data defined in section 3 to the IE system for the IE system to define how the data is mapped to NetBrain
data and what automation tasks are to be executed.

SErviCenNOW senic Management @ sricntiminsii - O, P D @

~  interface emor aNp | orR X

v Auto accessto Netgrain Portal enabled |+

Shared Data Fleld
(1) Muto Access to Portal
¥ Nettrain Triggered Diagnosis (2)
NetBrain Automation Tempiate

= Trigger Rule

¥ Nettrain Triggered Diagnosis (V)

Trigger Rule

W Logging

2.3.4 Auto Triggered Results

The triggered logs and results are displayed under the NetBrain Automation tab of the ServiceNow ticket. The logs
show each step of the triggered events with the timestamps, such as creating an incident, creating a map, executing
a Runbook, executing a NIC.
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There are two improvements:

e In App 3.0, we recommend viewing the triggered results via the NetBrain Incident Pane instead of the
embed map. The Incident Pane provides much richer data and diagnosis history than the static embed
map. The App 3.0 provides the links for a user to open the Incident map in the NetBrain IE system or
Portal, which includes all troubleshooting information.

Notes = Related Records  Resolution Information = NetBrain Automation

Auto-Diagnosis | | Select Diagnosis Network Map (] send Changed Fields to NetBrain

NetBrain Incident 10005Q (Open In NetBrain | Open in NetBrain Portal)

2022-02-09 22:08:38  This ticket was associated with NetBrain Incident 10005Q
2022-02-09 22:08:38  NetBrain diagnosis was triggered by rule "interface error ticket”
2022-02-0922:09:06  Map "interface_mtu_mismatch 31" was inserted and the diagnosis result is " the MTU value match 1500 on neighbor device Ethernet0/1 ". (Open In NetBrain | Open in NetBrain Portal)

e The NIC or NI diagnosis status is displayed on the ServiceNow ticket page.

2.3.5 Manual Trigger NetBrain Map and Diagnosis

App 3.0 allows users to manually trigger the NetBrain map and Diagnosis from the triggered results.

54



SErviCenOwW s sstesaon [
petbeain (3] < I incident £ I e Relew - Updite | Besoheincded  Tiggedap  Celete A ol

M CEST

-
iolaticn event has boon ralsed an Fa0/9. (Profile

£ CRIC, Biuks Nams: CRXC Error 100 per 10 minutas).

reshokdolation

a9
i esitopinsge pg=sltematepontistertacel D=3 016 T3

&) Alarm Motric Family - Mtornate interface
T} Adarm Vaation Rule Detais CRCENTOrS > 1000

Wetes  Beluect Hecords uo-.mmmml f— A Diagresis

Trigger Metdain Mag Triggar NatBrsin Diagnosis Enabis Send IJpﬂeNdnalamNﬂRmm]
NicBrn Inckdees 100018

0202021 1SHPM  Triggered NetEran diagnosis by Yawel Wang.
10202021 1 58P0 NstBrain incickent 1000TM & croatad,

0202021 ZAIPM e Z" is created a1 diagrcsis st is Detect duples mi
10202021 Z13PM  Map 3" i creatad and che diagncsis resutis Ho CRE ermor found

h Detens US-BOS-R1 6041 and US-BOI5-5T e (pert n Herhran | Opens In Partal)

Srain | Open n Farsa

TakSies | Affoctad Cis  Impactsd Sordioss  Chid lncidents | Alerts

2.3.5.1 Manually Trigger NetBrain Map

App 3.0 provides a user with four methods to create the map: Map Device and Its Neighbor, map a path, open
the site map, and intent map. For each method, a user can define the input.

Trigger NetBrain Map
Mapping Method : Open Intent Map ~
Intent Map Type: Verify MTU mismatch ~
Notes  Related Records = Resolution Information  NetBrain Automation
*Device and Interface: Input device name and interface name, like R1EQ.
Auto-Diagnosis | Select Diagnosis Network Map [[] send Changed Fields to
NetBrain Incident 10005Q (Open In NetBratoperrin NetBrain Portal) Cancel Trigger Now
2022-02-09 22:08:38  This ticket was associated with NetBrain Incident 10005Q

2022-02-09 22:08:38  NetBrain diagnosis was triggered by rule "interface error ticket”
2022-02-0922:09:06  Map "interface_mtu_mismatch 31" was inserted and the diagnosis result is " the MTU value match 1500 on neighbor device Ethernet0/1 ™. (Open In NetBrain | Open in NetBrain Portal)

2.3.5.2 Trigger NetBrain Diagnosis
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The manual Trigger NetBrain Diagnosis function provides a user to execute a NIC or NI. The available diagnosis list
is generated by the IE system. The method may require the user to enter the input, which can be mandatory or
optional. For example, a diagnosis related to BGP will require a BGP AS number and optionally one or multiple
device names.

Trigger NetBrain Diagnosis

Diagnosis: Verify BGP flapping R
Notes = Related Records ~ Resolution Information = NetBrain Automation *Device: | Inputdevice name, like R1 v
y * 3 Input BGP AS #, like 65001 ~
Auto-Diagnosis || Select Diagnosis | | Network Map [ Send Changed Fields to Nef BGP AS Number: P
NetBrain IncideMTIO00SYYOPETITNetBrain | Open in NetBrain Portal)
Cancel Trigger Now
2022-02-0922:08:38  This ticket was associated with NetBrain Incident 10005Q

2022-02-0922:08:38  NetBrain diagnosis was triggered by rule "interface error ticket”
2022-02-0922:09:06  Map "interface_mtu_mismatch 31" was inserted and the diagnosis result is " the MTU value match 1500 on neighbor device Ethernet0/1 ™. (Open In NetBrain | Open in NetBrain Portal)

2.3.5.3 Enable Send Updated Data to NetBrain

If the value of the shared data changes, App 3.0 will not trigger a call to update the value by default. The option
Send changed fields to NetBrain can enable the updated values to be sent to NetBrain. The updated values will be
displayed in NetBrain Incident Portal.

S@rVICeNOW service Management @ smenndnnsne - QL P @ B

=" & VS o Follw v Updite  Besobe | Dolete A

Mumber  INCO1007S Contact type Nane ~

S Caller  Alene Rabeck || 2| @ State New ~
W et
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Related Search Results
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2.4 Incident Pane Enhancements

The Incident is the Problem Diagnosis Automation System (PDAS) output, whose data will be displayed in the
incident pane and portal. In v10.1, the system will create an incident for each ticket when triggered automation
occurs. The user is redirected to the NetBrain incident pane from the customer ticket system, e.g., ServiceNow,
which provides much richer data and diagnosis history than the static embedded map in ServiceNow App.

Incident Pane provides a central collaboration platform for troubleshooting and data sharing, including:

e External ticket information, such as ServiceNow ticket ID, short description, and call back URL.
e Problem area mappings

e NetBrain Flash alert from the adaptive monitoring, shown as the incident message

e Network Intent diagnosis result, shown in incident diagnosis tab

e User notes during collaborative troubleshooting

e Recommended guidebook and runbook template

V10.1 makes the following enhancements on the incident pane and incident portal.

e Display NI diagnosis results in incident pane (from TAF, Probe, manually run), making the incident pane
the Single Pane of Glass (SPOG) of network Troubleshooting (TS).

e Enable the subscription of Adaptive Monitoring data (flash alert, NI status codes) to allow users to see
related historical monitoring data in the incident pane.

e Allow users to run recommended diagnoses in the incident pane.

2.4.1 Browse Diagnosis Results and Run Diagnosis

The Incident pane has four tabs: Messages, Maps, Diagnosis, and Members. The Device tab of the earlier version
is renamed the Diagnosis tab, under which Users can centrally view the diagnosis results from other functions and
manually run the Diagnosis.
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e Manually execute NI.

Users can run self-service Diagnoses defined in TAF in IE Workstation and Portal. The execution results will be sent

to the incident message and the output of the diagnosis pane.
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e Query Alerts from Preventive Automation

Users can query all alerts for incident devices or current map devices. A query summary is displayed in the Incent

Pane, which links to Preventive Automation Dashboard.

2.4.2 Subscribe to Preventive Automation

Often solving a problem requires multi-person cooperation and various data types (such as map, NI, probe,
Runbook...). Preventive Automation (Adaptive Monitoring) data subscription allows users to see all diagnosis results
related to current network problems in the most recent time, which helps users locate and solve problems faster.

Users can choose which probes to subscribe to and which NI/NICs are included in the probe:
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2.5 Path-based Troubleshooting Flow

The network is designed to carry critical application flows. A network is considered healthy if the critical applications
flows are healthy, so Path-based Troubleshooting Flow (PBTF) is an essential part of PDAS, which intends to
automate the Diagnosis of the repetitive problem and automate the enforcement of preventive measures (design
rules, best practice, or security policy) across the entire network.

2.5.1 Upgraded PBTF

In previous versions, it was hard to define what a healthy application is like and diagnose the application slowness
or do application impact analysis. V10.1 introduced the Path Intent feature and Intent-based new TAF and a few
other Path-related function enhancements, which enable users to baseline, document, and define the diagnosis
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logic for the application path efficiently when the network is healthy. Then this well-documented and executable
knowledge can help network engineers resolve application slowness issues more efficiently and do effective
application impact analysis efficiently when a problem occurs on a network device or device interface.

The PBTF is upgraded in IEv10.1 as follows:

When Network |s Healthy Troubleshooting Time

Review Baseline Path

& Path Intent
Baseline Path & Compare

Path Intent &
Calculate Live Path & Diagnose
Path Intent

) i
o -~
Network Architect. NOC Engineer

Path-based Troubleshooting Flow in v10.1

1 Baseline Path and Path Intent, Add Path Intent into NIC (when network is healthy)

The critical application flows can be calculated via live network data with full documentation behind the
path logic when a network is healthy. Path-related baseline data and diagnosis logic can be
programmatically defined inside Path Intent without coding, which can be added into a NIC as static

member Nls. Then, this NIC can be used in the trigger diagnosis of TAF with the filter of member NI defined
with the path source and destination and the application name.

2 Trigger Path-Based Diagnosis (when the path issue occurs)

TAF receives the ticket sent by the 3™ IT system and triggers the execution of NIC according to the logic
defined in TAF. If the ticket is related to an application, TAF will execute the path NIC, which will run those

member Nls specified for this application. The alert message for this path will be displayed in the Incident
pane.

3 Review Baseline Path and Path Intent (during troubleshooting)
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During troubleshooting time, any user can intuitively access the pre-documented application path via the
A|B path dialog. The pre-documented path results, along with the pre-built diagnosis automation, will
accelerate the application troubleshooting process.

4 Calculate Live Path and Compare with Cached Path ( )

During troubleshooting, users can recalculate paths with the live data and compare them with the cached
paths to reveal various issues behind a slow application.

5 Execute Path Intent and Diagnose Issues ( )

Users can rerun the associated path NI with the live network data and check the diagnosis results.

2.5.1.1 Main Target Problems and Use cases of PBTF

The enhanced Path-based Diagnosis functions intend to automate the following four kinds of typic path-based

Diagnosis:

Is the Path changed visually? Compare the cached path (when network is healthy), golden baseline path,
and live Path in the troubleshooting stage.

Is the Path failing over programmatically? Use NI to check routing table entry (for L3 failover) for the next-
hop change and the CAM table (for L2 failover) change.

Is the Path healthy performance-wise? Use NI to baseline and analyze the link utilization change,
CPU/memory change, link error change, QoS buffer drop change, etc.

Is Path configured properly? Use NI to check the QoS configuration consistency across devices of the path
and configuration consistency between the failover device pair for the Path.

Two typical use cases can leverage the TAF and Path Intent-based diagnosis capabilities:

Slow application analysis

When an application performance monitoring finds an application slowness issue, it will create a
ServiceNow ticket, and then NetBrain can be triggered by the ticket. TAF will filter and run the related Path
Intents based on the application path information in the ticket (the path source/destination, application
name, and path name) to find the root cause.

Application impact analysis
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When a network monitoring system finds issues occurred on a network device or device interface, it may
create a ServiceNow ticket, which will trigger NetBrain Diagnosis. The Diagnosis can be configured to match
and run all Path NIs associated with this device and report the applications impacted by this issue. The
summary report will be displayed as an incident message.

2.5.2 PBTF Use Flow

There are two types of PBTF flows:

2.5.2.1 Flow 1: Path-based Interactive Troubleshooting Flow

1. Define and discover path (When Network is Healthy)

The architect engineer can identify the critical applications and define the path source/destination and their
gateways. Then, he can discover these paths when the network is healthy.

2. Document Path (When Network is Healthy)

V10.1 focuses on documenting the calculated paths and related path logics, including:
e  Path description: like the business application name and description.
e  Path note on each hop device to enter the related network design and troubleshooting knowledge.

e  Path reference map: not just the map of path results, but also with design notes or related config-let,
failover annotation, etc.

e  Golden Path: the best traffic path as designed.
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3. Define Path NI (When Network is Healthy)

A network architect can define NI to document the path diagnosis logic when the network is healthy and associate
it with the Path. When users define NI for a path, all hop devices of the Path will be put into NI. The path NI can
diagnose slow application issues or other path issues.
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Typical examples of the Path NI:
o  Check routing change for L3 failover

e  Baseline and analyze the QoS buffer drop change

4. Find Pre-documented Path and Review Path Documents (During troubleshooting)

When a user enters the source and destination, the documented Path with the same source/destination will be
displayed in the path IntelliSense dialog. The user can select one path to view its results on the map, including the
path description, note, path reference map, and Path logic.
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EY: - |

& 10815

© 1015

Real 1P 10.8.1.58

@ Core-hrsp-1 Loopbackd

Gateway: SNMPV3-LABS-MGMT Vian1 B 108130

Real 1P 10.8.1.59 o
& 108138
@ Core-hrsp-2 Loopbackd
108132 108130
108152 [ —=] e O
i Path. Emad Server  Applicatalon: o Business Traffic  09:20 AM
Files
108152 . 108130 c
Path:., Fra © Applicataion: 0 Businees Traffic  09:20 AM
®
108157 ., 108190
Patn Applicataion: @ Businees Traffic  08:10 AM

5. Drill-down analysis: calculate live Path and Compare with Cached Path (During troubleshooting)

During troubleshooting, users can discover the live path and compare it with the cached path.
a) Select golden or cached Path Results to draw it on the map.
b) Calculate Live Path and compare it with golden Path or cached Path

If the live Path is different from the cached Path when the network is healthy, failover may have occurred to
cause the application slowness due to the limited bandwidth of the backup link.

5 s

@ rasanms

“d caTomsw
@ rossen
ity
@ catonm
© erae

Wtttz
@ useosma

@ rosran

§ useosFwict
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6. Drill-down analysis - Execute Path intent (During troubleshooting)

The user can browse alert summary messages in the Incident pane created by Trigger Diagnosis and open the
corresponding Path NI to view the detailed diagnosis alerts. He can also run a Path NI to check the newest diagnosis
results.

netSrain
BOS-Lab = X applicationBOS Reference Map: None (1DB152 —+1081.30) PudTrace0O25004M X 15 | B = + 100% <
Bl © 052000 1 (Cache v Path Details
Incident Decision Tree
Ethernet2i &t Us-BOS-RY Ethernettv [
s | b 10.83.130
=] 1083130 0Py Path Logic Path Intent
Flles
Troubleshoot SLEW Applicatior = Sync Up Nl Device € Refres )
@ 0E3EIS
& Troubleshoot SLOW Application  Result: [5] &/5/2020 9:15PM ~  Truered  itsportant  very useful
i et el 2 [s] The Qs Config isn't matched! 5 Tags: HSRP MPLS ACL =
aud CATORSW
(.)E Out: Ethemettn
ettt 9 US-BOS-RIT 5] The Qos Config st matched!
@ 1083140 4 [ Configuratien Diagnosis eck the Qs configuratien consist, 4 compare
@
[ 1 27 | dass-map match-all data i .
ol 28 match access-group 192 5| The Qos Config isn't mat... Detalls
IniEthenetdri -1?, class-map match-any CatcheAll
Y match access-group 101
@ caToRR1 3} | class-map match-al Signal
. OutEthernet 043 33 match access-group 190
34 | class-map mach-any video
75 match ip dscp afdl
76 dass-map match-all voice
@ 10at4ae 72 mauch access-group 191
75 class-map match-all general
&0 maich access-group 193
gl !
I Ethermenn2 Qo B2 | policy-map qos
B3 class video
3 us-BosAZ QinG 5% police 512000 conform-action transmit excesd-action drop
" class Signal
CuEEMEmEL Ol 58 police 20000000
135  class voice
= 138 | police 30000000
Nl - class data
() BRI police 40000000
class general
police 50000000
|
In:eutside c
#  us-BOS-PWract
Ouvesirsice
« (A Show ip route 10.8.1.26 Detect Fallover Status by checking the _.. 4 Compare
Y 13 | * 10.8.1.49, from 10.2.2.2, 7wOd ago, via Ethernetd/1
() =) i [5] The Failouer link switcht .. Details
18
17
In:Ethemes2/i
i US-BOS-SW
DutVian1il
@ 10BLIGZEHSRR 1108117
Map
Desktop 10B1.261PV}

(E] b Wideo-Server

2.5.2.2 Flow 2. Path-based Trigger Automation Flow
1-3. The first three steps are the same as Flow 1.

Same as step 1 of flow 1.

4. Install Path-based Trigger Automation (When Network is Healthy)
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The Path NI can be triggered by TAF or Adaptive Monitoring. To install the Path NI for triggered automation, users
need to:

1) Tag the Path NI with the path source/destination IP or DNS name, application name, and path name.

2) Add all Path Nls into a NIC as static member Nils.

=  nNet3ain T e a—

w::j © Fath

(* search Incident...

B 76Nodes )

Network Intent Cluster

T

Name: | Troubleshooting Application Path

Path

7. Member NI

] Description: | Troubleshooting Application Fath Signature Variables: + Add
Files
s I ]
site d
2, 5eed NI gics “
12 seed devices) gics) 3y ——
6. Target Seed

1. Input Devices
12 Devices)

Network 2 2 member Nis,
5. Group by Eigen-Value
o? 16 bles)
Path
Member Network Intent To gengerate the member network intent and also run the neework intent {1:1]
Refresh Member Network Intent  ~ {83 t 05 1m0 @ e £3 View Data Retrieval Results
[Runbook p ) .
emplat & Member Netwark Intent, with 6 automatically generated, and 0 manually added  + Atid Network Inent A,
Filte Select Devices ocal_as v remote _as v
ety Sele D . emer 4 [0 All Netwark Intents
. Tag () = Yawei Wang
Network] -
CHargs Network Intent  Devices  Type Last Run Time Status Code =Ny DCt
| £ Eddy_Demo
Troubleshoot S Aute-generated O
() = General HSRP
\ L2 Auto-generated
Check Path Qo. C [ =1 BGP Neighbor Intent -
Check CPU UL 2 Aute-genersted (3 o8 Haoran_Test
Check Mem UL, 2 Auto-generated (] 1 Kazi_Test
CheckLink Er.. 2 Auto-generated T letest
(] =1 RaM
Check Failove.. 2 Auto-generated
() = Rami
() = Chris Zhao
1= Path Intent
1 11 Ts Application path
Export CSV Report  Save €5V Report - PP P
|18 Check Path QoS Drop
1% Check Link Error
Map
Car oK
Desktop

3) Define trigger diagnosis using the NIC and the NIC filter condition with path NI tags (see section 2.2.3 for

detail).

5. Open NetBrain Incident from ServiceNow Ticket (During troubleshooting)

A NetBrain incident can be created automatically for A ServiceNow ticket based on the TAF definition. NOC
Engineers can open the ServiceNow app, check the ticket, and find the related link to the NetBrain Incident.
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6. Find documented Path and Review Path Documents (During troubleshooting)

A message containing a hyperlink to the path map will be displayed in the incident pane after the Nl is triggered if
a path map is saved as a NI reference map. Users can open the Path map, locate the Path from the map and view

the path description, path note, path reference map, and Path logic.

7. Review Trigger Diagnosis Result (During troubleshooting)

Users can review the Path NI Definition to understand the trigger diagnosis result.

net3main
i3 Corenetwork map ) Pagelw O » o stencils Owerall Health Monitor  Map  Actions | & = + 100% e =
+ o Data view £ runbook pnent »  tomn0s 75 stow Applicaion ®=
Messapes  Maps  Disgnoss  Members
Rl ion Path S BOSMap1 2 &3 # Edit n Smith@netbrainte = v
291l from e Sroret
E-ASRIK-01, PE-ASR1K-02 and MPLS-ASRS00 in DB Result: [§] 4/5/2020 :15PM ~  Trigsered. itisimportant Run Live:
() incident 1859263 has:
2Devices | (6] The GRCofkeface FatEthernec = e
~ @8 CATORRT ch [=) e =
a2 protaars e
{5) Avtomtcay ompare e
Lottt orvant0shidbe e
s ireased,
The statusofinteriace 17 s own
The OSPF Nelghhor status s change
5 Avtomticay compare e
Do Crcktertace Uniza. : Source emiceNo
PP p—
= UssosR2 Check HSRP tatus for MPLS SRS 1] T OSPE Nefgnhor st s e, acion =
(&) thavxu has joined. (12471
B8 Show interface
o zhaoxu has added map #BGP 65535, [1 2120 0:26:53 PR
5 Configuration Disgross
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8. Drill-down analysis - Calculate live Path and Compare with Cached Path (During troubleshooting)
Same as step 5 of flow 1.

9. Drill-down analysis - Execute Path intent (During troubleshooting)
Same with step 6 of flow 1.

2.5.3 Main Enhancements

2.5.3.1 Discover Path

The user may have difficulty selecting the gateway (the first hop) while defining a path due to the duplicate IP, HSRP,
HA group, etc. A typical scenario is: different end systems use the same IP address. Also, there is a limitation in
previous versions: the system's list of gateways automatically created may not include the one the user wants to
select.

Inv10.1, users can select any device’s interface with IP as the gateway for the end system (However, only the current
device’s interface with configured IP can be chosen as the gateway for a network device) as the following
circumstances:

e The gateway auto-selected by tne system is not the one user wants.
e The user does not manage the gateway device.

S
10.8.1.52 © 108130 o

Gateway: SNMPY3-LABS-MGMT. Vlani v J ~ F Stencils | i

& 09:20:00 Data View i Runbook [ Network
US-BOS-R1-Trainning.Ethernet0/1(10.8.1.51) VR

- - US-BOS-R1.Ethernetd/1(10.8.1.51) VRF 2

Select (..:{E;J'.w:'}'
'

» 10.8.1.48/29

The IntelliSense dialog while a user enters the IP addresses at Points A and B is improved to reduce the difficulty
of the first hop choice. The following is an example when the user enters an IP address:
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X
10.8.1.52 Eml —> [ I Path u

dh 10.8.1.50 PE-3600%-01 + Loopbackl

Real IP: 10.8.1.58

@ Core-hrsp-1 Loopback0 9 o

Ciscn3945-CHASS Site: NY_1

Real IP: 10.8.1.59
@ Core-hrsp-2 Loopback0

10.8.1.52 10.8.1.30
Ter
Path:w Email Server Applicataion: ©Businees Traffic  09:20 AM

10.8.1.57 10.8.1.80
Ter

Path:u Database Server Applicataion: ©Businees Traffic  08:10 AM

2.5.3.2 Document the Path

After mapping the application path while the network is working properly, users can document the path as follow:

e Add path description and note

The path description and note may describe the design and the possible issues a user wants to share with others.

In the Path Logic panel, the raw data used in each step of path discovery is shown. In addition, the user can add
notes to describe their findings regarding each step of the path calculation.
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Application: Server Lab Reference Map: MNone (108152 10.8.1.30) IPv4Trace, 092500 AM X

Ethernet2/1 & US-BOS-R1 Ethernatdio [E0

Path Logic Path Intent Traffic State

Lookup Routing Table  Check Results:

{Matched)
* Retrieving NAT Table
Check IPsec VPN + Source IP 158 158,40.0.209 > 158.4.0.153
(Matched)
+ Match entry in NAT Table
Check NAT
Inside Interface Outside Interface Pro Inside global
(Found)
Ethernet 0/0 Ethernet 0/0 lcmp 158.40.185.9
Check Default PBR
(Not present on device)
€U Command Parse Table

Look up NAT Table

(Matched)

@ Check L2 Destination
1 NAT R2#show ip nat translation verbos

[Motpresentondevice) 3 pry Ingide global Inside local outaside local
3 icnp 1584.01B550 156.4.0.209.0 158.4.0.860:0
® Find L2 Device a4 icmp 158.4.0.185.5:1 158.4.0.209.1 158.4.0.860:1
(Foung) 5 icmp 158.4.0.1855:1 158.4.0.2002 158.4.0.860:1
6 icmp 1584.0.1855:1 158.4.0.200.1 158.4.0.860:1
7 icmp 158.4.0.185.5:1 158.4.0.209.1 158.4.0.860:1
8  icmp 158.4.0.1855:1 158.4.0.200.1 158.4.0.860:1
9 icmp 158.4.0,1855:1 158.4.0.200.1 158.4.0.860:1
1m0
@00l show steps maiched wit
a device
Note: 1) + Add Mate Refresh

Auther: Smith.k Created tme: 19/08/21 030000 AM

please help me check output”s IP, and cll output logs for this hop, | think it has some problems....

Excution Log v

e Define and View Reference Map

in the path details pane, a user can define the path reference map, in which he can draw the golden baseline path
and add device notes for the key configurations.

2.5.3.3 Define Path NI for Path Diagnose

The path discovery logic is based on network technologies such as routing, NAT, and ALC, which can be documented
as an NI. Moreover, the user can define Configuration/CLI command diagnosis on each path hop. From the Path
detail pane, a user can create a path NI. All path devices will be added to the NI edit page, each having a section to
define the configuration or CLI command diagnosis.

A user can also select an existing NI to add it as the path NI. Then, he can sync this NI with the current path devices
and set the current path map as the reference map.
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2.5.3.4 Access the Saved Path via A/B Dialog

When a user enters the source or destination in the A/B dialog, the saved Path with the same source or
destination will be displayed on the Intellisense dialog. The user can view the saved path results and open its path
map.

o
— o [ 2L
& 1081.50 00%-01 + Loop
© 10815
Real Ip: 10.8.1.88
Gateway: | SNMPVELABS MGMTVant ~ 5 108130
Real IP: 10.8,1.59
® Core-hrsp2 Loopback0 ~te jrr——
Overvew Map, @
t 108152
108132 [, 108130
_-— = 0
Path. EmailServer  Applicatalon: o Business Traffic  09:20 AM
108152 . 108130 il
[+ ]
Path. Email Server  Applicataion: SBusinees Traffic  09:20 AM
®
108157 <, 1081.90
Pathiu Database Server Applicataion: SBusinees Traffic  0B-10AM

2.5.3.5 Discover the Live Path and Compare with the History

V10.1 made the following improvements for a user to discover the live path and compare it with the saved path:

e Provide an entry for the Live Path and Cached Path in the Intellisense B dialog so that a user can discover
the Live or Cached Path without modifying the option.

10.8.1.52 910313

Gateway: SNMPv3-LABS-MGMT.Vlan1

_' Search incident... Q _'

&
ol

Overview Map

m—

Files

e Browse historical paths

5 10.8.1.30 Serverl.nb.com
Connected switch port: US-BOS-R1.g1/4/9
dh 10.8.1.38 PE-3600X-01 + Loopback0
Cisco 2911 Site: BOS_Lab

10.8.1.32 10.8.1.30
Tck

Path:ui Email Server  Applicataion: @ Business Traffic

09:20 AM

73



In the path result pane, a user can browse all historical paths, check whether the path is golden, and set/remove a
path as golden. The current path will be auto-saved and listed as the historical path later.

e Run Path NI to check the Diagnosis result

The user can execute the path NI and view its results in the new Path NI pane.

2.5.3.6 Improve Usability of Ul Result and Detail Pane

e Display the check results and the raw data (raw CLI data, NCT, system table, or configurations) in each hop.

° | D

Email Server = X application: Server Lab Reference Map: Nore (108152 08130) IPvATr: oA X s |8 - + 100% B <
Eenernei2 = usBosR1 Exnerneroro B2
o) | || = RLEEE]
o —
Out: Ethernerdi! (Warchec + Match entry in NAT Table
@ sz Four
Gremea Evemecon o 15840185
Clcomman P
@ 10e12 -
& Us-BOSSWI @ Find L2 Device 4 158.4.0209.1 158.4.0860:1
ueaniat e (Foune) 3 158.4.0209.1 158.4.0860:1
& icmp 158.4.0,18551 158.4.0209.1 158408601 o %
@ 10811628 KSR 1008117 9 icmp 158.4.0.18551 158.4.0.209.1 158.40.860:1 o H
o H
2
g
T GC 1
[c] =RI¥SEY S o eis :
- us
.
Plss bt mechck UL 1,1 WKL IS0 1 o, A s s bl
Th notes in this path. J

e Add the tag on each path hop for the network technology checked by the path discovery logic.

e Display the path name, application name, and path reference map.

The user can tell whether a path is saved by the path name being untitled or not. The user can also set the
reference map.
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Path Name Application Name Path Reference Map

[ ame=or

(10.8.1.52 10.8.1.30) IPv4Trace09:2500 AM X ¥

pplication: NA Reference Map: None

© 09:20:00 AM (Cache) w Path Details

Ethernet2/1 & US-BOS-R1 EthernetD/0 B0
m N ﬁ anhe 1 ey

e Only block the Path Result pane instead of the whole Ul to allow the user to access other operations during
the path calculation.

2.6 Parser Discovery

The Parsers are the building blocks of NetBrain automation such as NI, DVT, and Qapp. A new feature of v10.1,
Parser Discovery, allows the user to quickly find a parser he needs from the parser library and test the Parser with
the local data. If the user cannot find the Parser, he can create a Visual Parser or submit a ticket to request NetBrain
to create one.

The Parser Discovery has the following key functions:

e Search Parser by parser name, description, CLI command, variable name, and sample text.
e Filter Parser to narrow down the search results with device and parser types.
e Test the Parser on a local device.

e Canrequest assistance from NetBrain if the Parser is not found.

75



1. Parser Search

4. Test data on local device

2. Fliter Search

Results

3. Parser
Search
results

—

x

Variables of Parser: AAA [Arista Switch]

—48Parsers=—oT Filter(2)

[ AAA [Arista Switch]
In Built-in Parsers > Configuration > Arista Switch
B Configuration File
Apply to: Device Type matches Arista Switch
Description:
Variables: S$rad_ser..  $aaa_gor.. S$aaa_aut.. @B radius.. +3

E] Security [Cisco 105]

In Built-in Parsers > Configuration > Cisco 105

Configuration:

Original Sample Data in Parser v

18
19
20
21
22
23
24
25
26
27

baa authentication login default group Mamt_Auth local
2aa authentication login console local

2aa authorization exec default group Mgmt_auth local
aaa authorization commands all default local

server 102 168 12.1 vrf management

no aaa root

end

4

Current Baseline

v on Select Device Retrieve

# Edit

-

B Configuration File Test
Apply to: Device Type matches Cisco Router,Cisco 105 Switch Parser Result:
Description: Device Type: Cisco 105 Switch Cisco Router Command: T e e ~| [ variabl val T
< resul ‘ariable ‘alue ype
Variables: ~ $aaa_config $acl_config  Sprefix_list_.. Sroute_ma... 4 Blrad
radius_server
"] Route Map [Cisco 105) [ $rad_server

In Built-in Parsers > Network Vendors > Cisco > Cisco 105 > Configuration 4 [¥] aaa_group_parag
B Configuration File [ $aaa gorup T
Ambesbms P Toimm mmbabsme P Do S IAE Eoninbe T ! '

Cancel OK

Request Assistance

5. Request Assistance

2.6.1 Search a Parser

Parser Discovery is used whenever a user selects a Parser, allowing users to search parsers by Parser fields, filter
the results by the device/Parser type, and do a quick test with the local data.

V10.1 improves the usability of searching parser. By default, users can search parsers by parser name, parser
description, CLI command, variable name, and sample text:
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Parser Discovery

@qosdrop

| Search Scope

Parser Name
Parser Description
CLI Command
Variable Name

Sample Text

to |0S]

Command > Cisco 10S

ce

atches Cisco Router,Cisco 105 Swit

e: Cisco 10S Switch Cisco 10S Route

T Varianies: TEE Ts_gus...

Users can specify the search scope to achieve a more precise search:

If the user wants to search for a configuration parser, he can set Sample Data (Text) as the search scope. e.g.,

Search Configuration Parser

using keywords eigrp resitribute contained in its sample data.

40 Parsers

%5 eigrp redistribute

T Filter(0)

2] EIGRP Configlet [Cisco 10S XR]
In Built-in Parsers > Configuration > Cisco 105 XR
B Configuration File
Apply to: Device Type matches Cisco 10S XR
Description:

Variables: Seigrp_config

71 EIGRP [Cisco 105 XR]
In Built-in Parsers > Configuration > Cisco 10S XR
B Configuration File
Apply to: Device Type matches Cisco 10S XR and EIGRP Enabling is true
Description: Device Type: Cisco 10S XR Command:
EB $eigrp... B8 $eigrp... +1

Variables: ' $eigrp_co... BB Seigrp...

71 BGP [Cisco 105 XR]
In Built-in Parsers > Configuration > Cisco 10S XR

B Configuration File

Aumimlis bms Piaviica Toima mantebas Sicen OE VD amed DN Canbline i e

Request Assistance

X Variables of Parser: EIGRP Configlet [Cisco I0S XR]
Configuration: | Live Network v | on Select Device

- Original Sample Data in Parser v

114 neighbor 1.1.1.1 maximum-prefix 1 1 warning-only
115 redistribute bgp 1

116 | redistribute ospf 1 route-policy 4
117 redistribute connected route-policy 2
118 redistribute rip route-policy 4

119 redistribute static route-policy 1
120 !

121 !

122 vrf vpnvl

123 address-family ipv4

124

Parser Result:
4[] _original_result Variahle Value

[=] $eigrp_config

Retrieve
# Edit
-
»
Test
Type
Cancel OK

Parser Discovery X
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e Search CLI Parsers

If the user wants to search for a CLI command parser, he can set the CLI command as search scope. e.g., using
keyword show interface contained in its CLI command.

Parser Discove X

3= | show interface X Variables of Parser: Intf - All - zhaojf
40Parsers T Filter(1) CLICommand: | show interface on & BJ_Acc_SW6 Retrieve
£ Intf- Al - zhaojf = Orlginel Sample Data i Parser e e 7 Ede
In Shared Parsers in Tenant > JeffreyZhao 234 @ output buffer failures, © output buffers swapped out -
235  FastEthernete/8 is down, line protocol is down (notconnect)
(@D show interface 236 Hardware is Fast Ethernet, address is 0882 b7c¢7.3188 (bia 0809 b7c7.3188)
Apply to: Device Type matches Cisco Router,Cisco 105 Switch,Ciseo Nexus Switch,C... 237 | Description: Con-Infa-D309405-NB-NV-Core-Fo/14
238 MTU 1560 bytes, BW 10060 Kbit, DLY 1000 usec,
Description: + Enumerate 239 reliability 255/255, txload 1/255, rxload 1/255
Variables: [@intf 248 Encapsulation ARPA, loopback not set
241 Keepalive set (10 sec)
I o Ci WAAS] 242 Full-duplex, 106Mb/s, media type is 100BaseTX
BlliptesfacesliCiaco ! 243 input Flow-control is unsupported output flow-control is unsupported
In Built-in Parsers > Platform Certification > Retrieve Data 244 ARP type: ARPA, ARP Timeout 04:60:00
245 Last input never, output 32wed, output hang never M
(@ show interface | |show interface GigabitEthernet| | show interface PortChannel 21 K b
Apply to: Device Type matches Cisco WAAS
. Test
Description:
- Parser Result:
Variables: $s5
4[3]_original_result “ Variable Value Type
[ Interface [Extreme WLC] 4B intf
In Built-in Parsers > Platform Certification > Extreme WLC Ssint £
(B0 show interface [ sstatus
Apply to: Device Type matches Extreme WLC
PRY P [ sup_status
Description: M in addr -
Variables: ‘BB intfs e J D
Cancel oK

Request Assistance

2.6.2 Filter Parsers by Device Types and Parser Types

Through Filter, the user can quickly narrow down the search results by device type and parser type, e.g., filtering
matched CLI parsers only applied to Cisco Router.
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Filter by

Device Types (1/301)

cisco

Je# Cisco Nexus Switch

O & Cisco Nexus Switch VDC
O @ cisco PIX Firewall

@ Cisco Router

0§ Cisco SMA

[ §& Cisco TelePresence

[ &¥ Cisco UCS Fabric

(@ Cisco VDS

Parser Types (1/4)

CLI Command Parser

[J Configuration Parser
CJAPI Parser
) SNMP Parser

Clear All

2.6.3 Test Parser with the local data

The user can select a device from the domain to retrieve the data, then test the Parser with the retrieved data to
view if the Parser can parse variables correctly.
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Parser Discovery X

§ ospf X Variables of Parser: OSPF Interface [Cisco 10S]

20Parsers T Filter(2) CLI Command: | show ip ospf interface on @ BJ*POP Retrieve
SNOW I0EgING | 1N WSPE
L EEREY - Local Retrieved Data for Test v # Edit
Apply to: Device Type matches Cisco Router,Cisco 10S Switch and QSPF Enabl... bj*mbshnw ip ospf interface N
FastEthernet®/@ is up, line protocol is up
Internet Address 172.24.32.225/28, Area 100
Process ID 110, Router ID 172.24.32.225, Network Type BROADCAST, Cost
Transmit Delay is 1 sec, State BDR, Priority 1

1
Description: Device Type: Cisco Router Cisco 10S Switch Command: show log... 2
a2
4
5
1 OSPF Interface [Cisco 10S] 6 Designated Router (ID) 172.24.36.1, Interface address 172.24.32.226
7
8
9
0
1

Variables: B8 ospflog

Backup Designated router (ID) 172.24_.32 225, Interface address 172 2¢
Timer intervals configured, Hello 18, Dead 4@, Wait 4@, Retransmit 5
oob-resync timeout 40

In Built-in Parsers > CLI Command > Cisco |05

show ip ospf interface

Apply to: Device Type matches Cisco Router,Cisco 10S Switch and OSPF Enabl... Hello due in,%:?e:ag . b
4 »

Description: Device Type: Cisco 10S Switch Cisco Router Command: show ip ...

Variables: command_... B ospf_intfs Test {b

. . ) Parser Result:
[ show ip ospf interface [Cisco 10S]

-

4 [ _original_result

4 [] ospf_intfs

intf (stri... hysical_sta... ¢ I_sta...
In Built-in Parsers > Network Vendors > Cisco > Cisco |05 GG ‘p $physical sta... | $profocol ta... |4

-

show ip ospf interface FastEthernet0/0 up up
intf
Apply to: Device Type matches Cisco Router,Cisco 10S Switch and OSPF Enabil... gimh {3‘ Loopback80000  up w
Description: Device Type: Cisco 10S Switch Cisco Router Command: show ip .. $physical_state :
~  Serial0/1/0 up up -
Variables: B8 ospfint... $cli_output . . Elwmmmljtin ) R
Request Assistance Cancel OK

2.6.4 Request Assistance from NetBrain

When the user cannot find the Parser, he can submit a ticket to NetBrain by clicking Request Assistance. Fill in the
description and attach the CLI command output (the retrieved sample data) to the ticket. When the ticket is
submitted, the NetBrain team will create the Parser and deliver it to the user by Knowledge Cloud (KC) or email.

2.7 Visual Parser Improvements

V10.1 expands the function of the visual parser to enable the visual parser to support SNMP data and adds the
support of the collector parser group to solve the cases where the paragraph parser group cannot parse data.

The collector parser group can find all matching items based on the defined keywords, automatically group them
according to different values of the keywords, and parse the required variables based on the grouping.

Collector parser group solves the following types of cases:

e The configuration scenario of VRRP/IS-IS: configurations recur in segments based on keywords, and all

belong to a group of data.
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e The configuration files in Juniper and some Firewalls are defined in JSON format such as { } and not easy
to parse.

e Provide the capability to group during log file parsing.

The collector group definition is as follows:

Parser Mame: | Collector_startline_endline_ID line 1var Description: | Enrer description... )
Data Source: | Configuraticn v | | CurrentBaseline v on Select Device Parser Qualification: | All Device Types v | Advanced
Sample Data:  /# Edit Search... Qv A Define Variables [T] Add Text [] Add Variables ;= Add Parsgraph fg Add Table 3 Add Collector @ Tips =

115 | interface Loopbackg Start Line - /525 ikl £ =

16 ip address 3.3.3.3 255.255.255.255
117 | ip router isis 244

. fsis circuit-type level-2-only Help Add Parent  Add StartLine  Add End Line  Add Replacement
115 | isis authentication mode fext level-1

128 | isis authentication mode meS level-2 StarcLine: [iresiacEloopEactl v @
121 isis hello-interval 12 level-1

122 | isis hello-interval 13 level-2

123 ne isis advertise prefix IDLine: | vrrp $num
124 !

125 | interface Ethernetgje

126 ip address 1.1.1.1 255.255.255.8
127 duplex aute

128 H

125 interface cigabitethernetese

138 ip address 18.1.1.1 255.255.255.8
131 duplex full p  Line2 | vrrp <% $num %> ip $ip2 secondary
132 speed 1868

133 media-type gbic
138 | negotiation auto

Variable Line Pattern

Line 1 wrrp <% $num %> ip $ipl$

+ Variable Line Pattern

C1-ID Line

135 | wrrp 1 description parser_test
13 | yrrp 1ip 10.1.1.254 Var Line 1 = Endline:  Ainterface FastEthernet!/0 v B
137 | vrrp 1 ip 16.1.1.195 secondary Ver Line 2

138 | wrrp 1 timers advertise 100

el ¢ 1 timers learn Parser Result: S Collector!

148 | vrrp 1 preempt delay minimun 2

141 | vrrp 1 priority 120 Snum v $ipt v/ $ip2 i
142 vrrp 1 authentication mds key-chain keychain

143 | vrrp 1 track 4 decrement 20 4 10.1.1.254 10.1.1.199

144 wrep 1 track 3 @i

145 | vrrp 5 ip 16.1.1.253 5 10.1.1.253

145 | wrrp 5 timers advertise 38 var Line 1

147 | wrrp s timers Llearn 100 10.1.1.100

193 vrrp 5 authentication ds key-string keystring 0 e

143 | brrp 100 ip 10.1.1.169

158 | vrrp 100 timers learn Ver Line 1

151 | no vrrp 180 preempt

152 | wrrp 186 authentication exttex

153 | 1

154 interface ethernete/i

155 no switchport

156 | ip address 3.3.3.3 255.255.255.0

157 | ip access-group acava32afaf in

158 | in arcess-roun asdrasdfatoiandfa out

EEERA L2 M

ID Line: define where the ID variable(s) in the collector group is located. Only define ID variables, not other non-I1D
variables. All variables in the ID line should be ID variables and must be matched successfully. Then group the entire
parser input text according to the actual value of the ID variable.

Variable Lines: If users want to parse specific variable values of different groups, they need to define a variable line
that repeatedly refers to ID Variable to confirm which values are parsed. In the variable line of collector, a specific
syntax is supported to refer to the variable defined in the ID Line, for example <% Svarl %>. Users can also define
multiple variable lines in the collector.
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2.8 Network Intent Improvements

V10.1 improved NI by enabling the table diagnosis between devices with no-code automation, enhancing the
export and import functionality, and adding the test run with baseline data. These NI improvements provide a
smoother workflow to define NI for customers with no code automation.

2.8.1 Add Compound Table

The Add Compound Table feature replaces the old merge table with more functions and a user-friendly design.
The tables can be from the same devices or two different devices. For example, Table 1 is an OSPF neighbor
interface table ospf_nbr_intfs from one device, and Table 2 is an OSPF neighbor interface table ospf_nbr_intfs
from another OSPF neighbor device. The two tables can be merged using this, nbr, interface, and nbr_intf as the
paired Key into an OSPF neighbor pair compound table.

Add Compound Table X
E2 Input Tables: <
® B*POP @ B core 3550
t
Table 1: ospf_nbr_intfs ~ Table2:  ospf_nbr_intfs v
_ Epraired Keys:
Key1: | this (8]0 v Key1: | nbr (8]_core_3550.0spf_nbr) v &
Key2: | Interface (5]*POP.osplin v Key2: | nbr_intf (8]_care_3550 aspf_nbr v |
Key3: | nbr(&/*POP.0spl nt ~ Key 3: | this (B]_core_3550) ~ i
Keyd:  nbr_intf (8/“FOP s ~ Keyd: | interface (3] core 3550.05pl_intl) v i
+ Add Paired Keys
B2 Output Table:
@ BJ*POP and @ BJ_core_3550
Output: | ospf_nbr_compare
Calculate 5%
Table 1(BJ*POP. ospf_nbr_intfs) Table 2(B]_core_3550. ospf_nbr_intfs) Output{ospf_nbr_compare)
Device: 8/*POP Device: B*POP

Table: ospf_intfs( show ip ospf interface } Table: ospf_nbrs( show ip ospf neighbor )
sinterface B $cost garea_id slocal intf B $nbr $nbr_intf

Fasthernet! 1 64 0 Fasthernet! A1 B)_core 3550  Fasthernet2/2
Fastherneti/2 64 0 Fastherneti/2 BJ_core 3550  Fasthernet2/3

Fasthernet1/4 64 0 Fasthernet174 NY_core bak  Fasthernet2/d

Cancel oK

This compound table contains information about the neighbor paired device, interface, OSPF cost, and area ID.

The output table can be adjusted in Settings to remove the columns or rows without matching key columns.
Compound tables can be selected in NI Diagnosis as part of the Diagnosis Conditions.
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2.8.2 Add Formula Column in Table

Users can add the Formula Column on the table variable from the parser and the compound table. Formula
Column converts the variables into different formats or values in new columns. For example, convert the IP

address to the corresponding device hostname, or add two variables via simple arithmetic expressions, Svarl +

Svar2.

€Ll Command Diagnosis X

= Flnm LiveData |~ | & LastRetrieved: 10/12/2020 9:49:10 AM

4 @ B/*POP @ show ip ospf neighbor
4 B8 Table1 Add Formula Column
3. Debug
$neighber_id $pri $status $dead_time $address
Variables: [T] Add Text [ Add Variables = Add Paragraph BB Add Table @ Tips =
172.24.255.7 0 FULL- 00:00:35 17224322
172.24.306 0 FULL/- 00:00:35 1722431 Tablel _ £l
' AddStartLine  AddEndLline  Add Replacement  More v
b @ BJ*POP B show ip interface
Add Formula Column
» @ BJ*POP @ show ip ospf interface
| Name: nelghbor_hostname
1 Type:  string v
Original Results Variable Definition initial Value: | None

1 NY_Core>show ip ospf neighbor

2 1 IPtoHostname{$neighbor_id)
3 NeighborID Pri State Dead Time Address Interface

4 172242557 0 FULL/ - 00:00:35 172.24.322  Serial0/0/0

5 17224306 0 FULL/ 00:00:35 172.24.31.1  Serialo/0/

6

7

8

Cancel oK

2.8.3 Export CSV Report

The network data parsed by the parser and the status code from the previous execution result can be organized

into a CSV report and saved in the NetBrain file system or downloaded to a local computer.
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Network Intent (Edit Mode) X
{7 Table Improvement Run  ~ Save =
Export Network Intent
- = Select Map

Type description here...
Define NI CSV Report
& + Add Device e Define Macro Variables
v @ BJ*POP Type Description here. [ +Add Config Diagnosis B3 + Add CLI Diagnosis | +Add Action = | Define Abstract
4 £ show ip ospf interface Type Description here.. Edit Diagnosis  +Add Note =

2 [FastEthernet®/@ is up, line protocol is up

3 Internet Address 172.24.32.225/28, Area 100

4 Process 1D 11@, Router ID 172.24.32.225, Network Type BROADCAST, Cost: 1
19  Loopback8®@@d is up, line protocol is up

20 Internet Address 172.24.255.8/32, Area @

21 Process ID 1@, Router ID 172.24.255.8, Network Type LOOPBACK, Cost: 1

23 | Serial®/1/@ is up, line protecol is up

24 Internet Address 172.24.32.210/28, Area @

25 Process ID 1@, Router ID 172.24.255.8, Network Type POINT_TO_POINT, Cost: 64

38 FastEthernet®/1 is up, line protocol is up
39 Internet Address 172.24.31.195/26, Area @

Users can define the CSV file name and the column names in the CSV report. One NI can have multiple CSV

reports.

Define NI CSV Report

Define the CSV report files

+Add csv
m
‘ File Name: | BGP Neighor Flapping
i
|
| Columns: | Device, Neighbor, Local AS, Remote AS, Alert
|
| -
m
File Name: = OSPF Neighor Flapping
i
Columns: | Device, Neighbor, Status, Alert
|
Cancel OK @

The users can select the data to be exported and map it to the CSV column. The following data can be exported:

e Built-in Data: built-in data from NI, such as Sthis_device (the device name for current device), Diagnosis
Note, Device Status Code, Intent Status Code, device status code, and intent status code.
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e Variables: If Loop Table Rows is checked, the table variables selected for the current diagnosis and all the
single-valued variables for the current device can be selected and exported to the CSV report. Otherwise,
only single-valued variables can be selected and exported for the current device.

e Macro Variable: All Macro Variables for the current device can be exported.

The generated CSV report can be viewed in the Network Intent View Mode after NI is executed. If NI is executed
in a Runbook, the generated CSV report can be Exported or Saved by clicking on the CSV report name in the NI

result pane.

The CSV reports of a NIC’'s member Nls can be merged into one report when exporting or saving the report.

2.8.4 Switch Devices in Device Section

The devices defined in a NI may not exist in the customer’s network, and users can switch to the devices in their
domain before using the sample NI. After the devices are switched, the device scope will be changed to the
selected devices. The baseline data will be switched automatically to the baseline data of the selected devices.
The devices used in diagnosis, compound variable, compound table, and Formula Column will also be changed

1 Data View 1 Runbook [ intent Decision Tree
Switeh Devices for NI X
Network Intent (Edit Mode) Ni Devices Domain Devices q
17 Table Improvement @ 8)POP B select Device =
7 expont
5pe deerpionhere. @ nrcore bk B sciectoevce E
Define Template Variables
& + Add Device n
ok
v @ Bj*POP Type Description here
2 @ showip ospf interface Type Descripion here EditDiagnosls +AddNote =
SeleciDevices by: ® DeviceType O DevicsGroup O Site
Ciseo Router v Q
Hostrame MgmeIP Vendor  Mode!
.EMU_NAT R 17225378 Csco COSMGSAGS
5101 Rourer 172253782 Ciseo CGSMGS-AGS
*poP 1722432 : 1
Sa00 22422255 | Clsco “ EditDiagnosis +AddNote =
PN 17224102 Gsco 22
LS 172241010 Ciseo e
@ssT 1722410250 | Cisco 2503 r
@asTP0P! 1224325 | Cisco 2500
@ssTXCore 172242555 Csco zn
@ssT Pop2 172243370 | Cisco 2621
s b1 fogsat e SN [ +Add Config Diagnosis | @+ Add CLIDiagnosis | + Add Adion =
@Burispgul 104207.208.1.. Cisco ASR 1002:X Router
Edit Diagnosis +Add Note =
@cATORRI 10888 Gisco COSMESAGS
@G 10990171
ELLYRENFIELDA 401525018
SELRRESNOE 01525417 -
cancel [0
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2.8.5 Duplicate Device Section

When creating or editing a NI, the visual parser and diagnosis defined under the current device can be duplicated
for another device using the Duplicate Section function.

Network Intent (Edit Mode)

¥ Table Improvement

Type description here... o= Select Map

v @ BJ*POP Type Description here... B +Add Config Diagnosis B + Add CLI Diagnosis | +Add Action =

. Duplicate Section
4 @ show ip ospf interface Type Description here... Edit Diagnosis  + Add Note

2 [FastEthernet®/@ is up, line protocol is up

el Internet Address 172.24.32.225/28, Area 100

4 Process ID 11@, Router ID 172.24.32.225, Network Type BROADCAST, Cost: 1
19  Loopback8@®@d is up, line protocol is up

20 Internet Address 172.24.255.8/32, Area @

21 Process ID 1@, Router ID 172.24.255.8, Network Type LOOPBACK, Cost: 1
23 Serial®/1/@ is up, line protocol is up

24 Internet Address 172.24.32.210/28, Area @

25 Process ID 1@, Router ID 172.24.255.8, Network Type POINT_TO_POINT, Cost: 64
38 FastEthernet®/1 is up, line protocol is up

39 Internet Address 172.24.31.195/26, Area @

4@ Process ID 1@, Router ID 172.24.255.8, Network Type BROADCAST, Cost: 1

Delete

4 @ show ip ospf neighbor Type Description here. Edit Diagnosis +Add Note =
3 Neighbor ID Pri  State Dead Time Address Interface
4 | 172.24.36.1 1 FULL/DR 00:00:38 172.24.32.226  FastEthernet@/@
5 | 172.24.255.5 @ FuLL/ - 09:00:35 172.24.32.209  Serial®e/1/0
6  172.24.31.125 1  FULL/DR 00:00:32 172.24.31.193  FastEthernet@/1

2.8.6 Test Run with Baseline Data

In R10.0, NI can be run with the last result data, testing the NI. R10.1 adds a new option, Current Baseline, for the
Data source of NI besides the existing Live Network option.

O Live Network

Use config file in current baseline

® Current Baseline

BrecutionLoghode: g, (oo

Show comman execution logs

O Detailed Log

Show detailed execution logs for debug

Cancel
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2.8.7 Use Macro Variable in NI

Macro Variables can be used in NI. The Macro Variable is defined and assigned with the default value in NI edit
mode. After that, Macro variables can be used in Diagnosis Conditions, Diagnosis Notes, Status Code definition,
and CSV report. The default value of the Macro Variable will be used when executing the NI and exporting the
report.

Users can define two types of Macro variables, the device and CLI variables:

e CLI Variables are Macro Variables used in CLI commands. The screenshot below gives an example using
CLI Variables for the command, show ip ospf Sprocess_id.

NetSrain r device, cor x searchineident.. Q) & @ &
2 Corenetworkmap > Pagel ™~ O -~ ~f stencils | Owverall Health Monitor Map Actions | © =
+ B [ pata view £l Runbook £ intent
-
Files |/ Table iImprovement Run ~ Save =
Type description here « « Select Map
.
1Y S - +Add
it &+
She Define Macro Variables X )
v @ BJ*POP Add Action =
@ 1 Define macro variables to be used by intent diagnosis definition, intent cluster and feature intent template.
o 4 @ show ip ospfinterface tAddNote =
2 FostEtherneto/o is up, | @ BI'POP LI Command: show ip ospf 10
3 Internet Address 172. E) bgp_as
!ﬁ | 4 Process ID 118, Route = DBR.S Variable:  show ip ospf $process_id
- 19 Loopbacksdeed is up, 11 wrf $urf
ath
20 Internet Address 172., 0 showip v #urf 5k sid
21 Praf!ss D 10, "03:“" I8 show Ip ospf Sprocess_id
23 seriale/1/@ is up, line Descrioion:
' = e i tir Al & wr-core ok escription:  OSPF process id

25 Process ID 10, Router
38 FastEthernet@/l is up, ' Type:  String -
39 Internet Address 172..

40 P D 18, Rout
rocess HEEERY * Default Value: 1

4 @ show ip ospf neighbor tAddNote =
3 Neighbor 10 Pri 5t
4 172.24.36.1 1 FU
5 | 172.24.255.5 o FU
6 | 172.24.31.125 1 FU
Cancel oK
v @ NY-core-bak @ Add Action =

o Device Variables are Macro Variables used on devices and can be used in NI Diagnosis Conditions,
Diagnosis Notes, or CSV reports. The screenshot below gives an example using Device Variables for BGP
AS number.
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=  mnetSain
1 Core network map > Page 1~ 0O ~ «F stencils Overall Health Monitor  Map  Actions H

¥ [ pata View £1 Runbook 0 intent

Network Intent (Edit Mode)

im

¥ Table Improvement Run ~ | Save

Type descr ere. . Select Map
”‘ Define Macro Variables x —
v @ BJ*POP Add Action =

- | Define macro variables to be used by intent diagnesis definition, intent cluster and feature intent template.

- 4 @ show ip ospf interface tAddNote =
2 [FastEthernetd/ is up, | 09 BIPOP

. 3 Internet Address 172.)

[} | & Process ID 110, Route ) bgp_as

= 19  LoopbackB@@0® is up, Li|
20 Internet Address 172, | O NY-<orebak

Name: | bgp_as

Deseription: | Use far BGP local number

| 21 Process ID 10, Router )
23 Seriald/1/@ is up, line Type: | String v
| | 24 Internet Address 172.|
Runiback 25 Process ID 10, Router + Default Value: | 55000
38 FastEthernet®/l is up, |
39 Internet Address 172.)
40 Process ID 10, Router
4 @ show ip ospf neighbor tAddNote =
3 |eighbor ID ri St |
4 172.24.36.1 1 A
5 172.24.255.5 e FU
| 6 172.24.31.125 1 A
Cancel oK i
Add Action =

~ @ NY-core-bak

2.8.8 Network Intent Manager

In the previous version, the user needs to create/edit/manage NI from the Network Intent Pane on a map, which
is not convenient since only Nls applicable to the current map are displayed in this pane by default. IE10.1 adds a

standalone NI manager so that users can manage NlIs without opening a map.

= reSan

network in\{ X
Back to show all APPs

uulb Network Intent Cluster Manager

Q Network Intent Manager
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NI Manager and NIC Manager are two tags on the same page to switch them easily. In NI Manager, all Nl are
managed with hierarchical folders.

B + Add Confg Diagnasis

4 B Contguration Diagresis

4 Bo variasles defines or parsed successiully, Plesse click

v & BjaTE02 e Description bare 1 + Add Confg Diagrosis | | [+ Acd CUI Diagrosis | +
o coneent has been acdek

v & Bp-Arista1 Type Description here. B + Add Config Diagnasss

o coneent s been oot

[ + Add Config Diagross | | @1+ Ace CLiDiagrosis  +
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3 Open Topology and Data Accuracy

NetBrain has built a complex and extendable framework to retrieve the data from the live network and create a
digital twin for the network. The system driver is used to retrieve the data, a complex algorithm is developed to
calculate the topology, and an intelligent path framework is created to discover the traffic path. However, due to
the complexity of the network and emerging technologies, data accuracy is still common. Although we created
many functions and processes to address the data accuracy issues, for example, Tune Live Access to take care of
the device credential change, Platform Certification to expose all data accuracy issues once, we still have the

following challenge on the data accuracy:

e No scalable solution to detect all data accuracy once. Many data accuracy issues are often unknown until
users use the system to do certain tasks, such as troubleshooting a real network problem, which is
certainly not a good time to resolve the data accuracy. Platform Certification project is a good start, but it
can only be performed by the NetBrain team.

e The data accuracy issues can be caused by many functions and misconfigurations. The system can detect
these issues and provide the functions to fix these issues. However, these issues are scattered in many
places, such as duplicated IP manager, benchmark report, domain health report, tune live access, etc. The
system does not have a central place to list all data accuracy issues and the methods to fix these issues.

e The NetBrain team resolves most data accuracy issues by modifying the system driver or adding a new
driver and applying the patch of the topology algorithm. It is difficult for the user to get involved.

V10.1 provides a scalable solution to identify and fix the data accuracy issues, asillustrated by the following diagram

with these new features:
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Map, Path
Automation (Runbook, Qapp, NI, NIC, etc.)

f

L3/L2 Topology

Open Topology Framework

T Data Accuracy Platform
Wizard Verification

Device Data
(GDR, System Table, NCT)

f

System

System Driver QIR PR Verification

Open Topology (OT):

The algorithm at v10.0 and earlier versions is a “closed” system, which is hard to maintain and can take a
long time to fix the inaccurate data. V10.1 introduces Open Topology (OT), a new framework, to calculate
the L3 and L2 topology. Besides redesigning the algorithm to improve the topology accuracy, OT is an open
process to incorporate the user’s input in every stage of the process and is easier to maintain. OT takes the
data from the network and the user input to calculate the VLAN Group and then builds L3 and L2 topology
inside each VLAN Group.

Platform Verification (PV)

Platform Validation (PV) checks the data accuracy by executing a set of rules called PV Rule (PVR). Besides
the validation logic, a PVR will have a unique error code, error message, and recommended actions. A
scheduled PV task will expose the data accuracy once, and the results are displayed in the Data Accuracy
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Wizard (DAW) per device. After that, the user can view the results and take corresponding actions to fix
the issue.

e System Verification (SV)

System Verification (SV) collects all data accuracy issues caused by the system misconfiguration/failure and live
access issues and displays the results in DAW with the error code, message, and recommendations.

e Data Accuracy Wizard (DAW)

Data Accuracy Wizard (DAW) is central to addressing the data accuracy issues per device. Users can view all
info related to the data accuracy, including all data errors created by PV and SV with the recommended actions,
the topology and VLAN groups created by OT, Platform Verification Rules, and Open Drivers applicable to this
device.

e Open Driver (OD)

In earlier versions, the device data are retrieved and parsed by the device driver (System Driver), maintained,
and updated by NetBrain. When device data is inaccurate, the user can only contact NetBrain and wait for a
patch of the driver to fix the issue. IE v10.1 enables users to correct the data accuracy issues via a new feature,
Open Driver (OD), which allows the user to map a variable defined by Visual Parser to a device data.

With these functions, the user flow to address the data accuracy will be:
1. Schedule Run PV.
2. View all device errors in DAW, created by PV and SV.

3. Follow the recommendations to fix an error. One common method is to create an OD.

3.1 Open Topology

The topology is the foundation of the IE system. In IE 10.0 and earlier versions, we have kept the same framework
to calculate L3 and L2 topology and made gradual improvements supporting emerging technologies such as
virtualization and VXLAN. However, the old framework is a “closed” system, which is hard to maintain and can take
a long time to fix the inaccurate data.

V10.1 introduces a new framework, Open Topology (OT), to calculate the L3 and L2 topology. Besides redesigning
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the algorithm to improve the topology accuracy, OT is an open process to incorporate the user’s input in the

different stages and is easier to maintain. OD takes the data from the network (Interface, MAC Table, ARP Table,

CDP/LLDP, routing neighbors, etc.) and the user input to calculate the VLAN Group and then build L3 and L2
topology inside each VLAN Group.

The framework is illustrated in the following diagram. At each stage, the user can adjust the data or provide the
manual input, for example, create an Open Driver (OD) to correct any network data, add an Adaptive Plugin to
create neighbor pairs, modify the Discover and Black MAC list to adjust VLAN groups, and manually modify the
topology results as a last resort.

One IP Table

\ S

L3 Topology J

. 4

Build Topology Topology Plug-in J L2 Topology

VLAN Group
Elgen Interface

Build VLAN Group ‘ (with IP and MAC)

VLAN Graph

Manual Input Discover MAC Black MAC List VLAI':i:Il(x—u

|
|
Network Data - l
Neighbor Pair |
: GDR/Interface = N:;?'h b

3.1.1 Open Topology Framework

The process flow of OT is:
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1. Retrieve and parse the data from the network with the System Driver. Then, use the Open Driver and Data
Plug-in to fix any inaccurate data.

2. Execute the Adaptive Plugins for the special technologies such as VXLAN and OTV to generate Neighbor Pair
Table.

3. Calculate the VLAN Group. Use the network data combined with the user input Discover MAC, Black MAC, and
VLAN Fix-up Link as the input.

4. Generate Final Zone with VLAN Group and the user input Manual Zone.

5. Calculate L3 Topo for each Final Zone, calculate L2 Topo and One IP Table for each VLAN Group.
6. Add the Neighbor Pair to the topology results.
7. Run MPLS Plug-in and other Topology Plug-in to correct or supplement the topology results.

3.1.1.1 VLAN Group

VLAN Group is an L2 Broadcast Domain, including L3 IP Interface, L2 Switchport, and End Point (End System and
MAC Device). It is often associated with a business unit, for example, Dev VLAN, QA VLAN, etc. The IP addresses in
a VLAN Group should not be duplicated except HA (High Availability) and FHRP (First Hop Redundancy Protocol).

3.1.1.2 Data and Adaptive Plug-in

Each device in the system is assigned to a System Driver (SD), which defines how to retrieve and parse the built-in
data for a device type. Since SD is maintained by NetBrain and published to all customers, it may take a while to
modify SD to fix any data accuracy issues. Instead, the user can create an Open Driver or Data Plug-in to fix the
issue quickly. For example, the interface of an ARP table is empty.

Adaptive Plugin is used to create the neighbor pairs for special technologies such as VxLAN and OTV, keeping the
core algorithm simple and efficient and supporting certain technologies without a new release.
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Domain Management

Start Page Plugin Manager
|Search.

4 1A Plugins
4 £ Builtin Plugins
b EMukisource
41N System_Use
v B Excend L2 Topology
b E Extend_L3 Topology

4 0pen Topolog

&

5 Refresh

[E Open_Topology_Interface

[ stiteh_Interface_Mac_by ArpTable
[ Topology_Compare

[ Vlan_Group_Checking

ETAWS_PostRetrieve

B Aws_vRT

Bl Azure VRT

B Gep_vRT

B Identify_management_interfaces
Platform _Certfication
Plugin_Features

Samples

Special_Scenarios

My Plugins
BlTest

Demo-Lab

Name; | Stitch_Interface_Mac_by_ArpTable O Defaultinstallation Settings () Apply o Device Groups select

Description | Input | main.py |+

1 from netbrain.sysapi import datamodel
2 from netbrain.sysapi import devicedata
3 from netbrain.sysapi import pluginfu
4 from metbrain.sysapi import nbpymongo
5 from netbrain.common.nodels import IP
6 import pythonlib
7
S
E
o

fron enum import Enum
import sys
import re

11~ def eprint(*args, **kwargs)
12 s

13 print(*args, file=sys.stderr, **kwargs)
14
15
16

17 - def GetDuplicatelPs(domainDbiiame):

.Interface.ageregate([{$match:{ips: {Sneinull}}}, {$projecti{"ips.ip":1} }, {Sunwind:"$ips"}, {Sgroup:{ id:"$ips.ip", count:{Ssumi1}}}, {$match:{count:{$t:1}}}1}
19 db= pythonlib.N8PyMongo(domainDblane, "Interface")

20 col mongo. Collection(db)

21 aue {"Smatch":{"ips":{*$ne" iNone}}}, {"Sproject”:{"ips.ip"i1} . {"Sunwind":"$ips"}, {"Sgroup”:{"_id":"$ips.ip", "count”:{"$sum":1}}}, {"Smatch":{"count":{"Sgt":1}}}]
22 doc: ol1.aggregate(query)

23 dps = []

- for item in docs

25 ips.append(iten("_id"])

6 return ips

27
28+ def GetIp2OneNacF romArpTable (domainDbane)
2

9 #do OpenTopoArpTable. aggregate([ {$group:{"_id":"$ip", macs: { $addToSet: "$mac” }}}, ($match:{macs:{$size:1}}}1)
30 honlib.N8PyMongo (donainDbliane, OpenTopoArpTable”)

E )

E ", macs”: { "SaddloSet”: "Smac” 113, {"$match”:{"macs":{"$size":1}3}]

33 i ~0penT opoArp] "y query)

3 O

35~ for item in docs:

36 ip2mac[int(IP.IPTolnt(item["_id"1})] - iteml"macs"][0]

37 return ipzmac

E

39

20 - def GetlselesshacFronArpTable(donainDblane) :

a1 #db.OpenTopoArpTable..oggregate([ {$grovp:{"_id":"$mac”, dps: { SaddToSet: "$ip" }}}, {Smatch:{*ips.1":{ Sexists : true }}31)
2 db=_pythonlib.NBPyMango(domainDbNane, "OpenTopoArpTable™)

a3 coll = nbovmoneo. Collection(db)

3.1.1.3 Discover and Black MAC

The user can define the MAC addresses that must be used to create a VLAN group as the Discover MAC and those
that must NOT be used as the Black MAC. Discover MAC addresses are those stable MAC addresses used often in

communication. Discover MAC address must be unique across the whole network. In contrast, Black MAC

addresses are not used in real traffic and may cause the miscalculation of VLAN groups. Both addresses can be

edited in Domain Management.

3.1.14 VLAN Fix-up Link

The user can manually add the links between device interfaces and VLAN info on the Data Accuracy Wizard (DAW)

pane.
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Data Accuracy Wizard (DAW)

e "

17216810.35

Dashboard

L3 Topology

ltems: 3 &

nterface
E0/0
EON

G110

v System Driver: Cisco 105 Switch (total 35 devices has the same driver)

Validation Rules

L2 Topology

dd Link

VLAN
5-10,12,14,30-100
1520

Vendar; Cisco

Model; 2811 Serial Number: FHK1218F480
Topology Open Driver
VLAN Group VLAN Fix-up Link

Nelghbor Device

Neighbor Interface
FOim
FOi23

GOFD

VLAN

5-10,12,14,30-100

Link Type

Direct Connect

15-20 “irtual Connect >
4 Direct Edit
Delete

There are two types of links, Direct Connect, which will affect both VLAN group and L2 topology, and Virtual
Connect, which only affects the calculation of VLAN groups. The Virtual Connect is designed to support Overlay

technology such as OTV and VxLAN.

Add Fix-up Link for US-BOS-SW4

Link Type: Direct Connect'

Interface

® Ethernet0/0
O Echernetd/l
O Ethernet0/2
O Ethernet0/3
O Ethernet1/o
O Echernett/l
O Ethernet1/2
O Ethernet1/3
O Ethernet2/0
O Ethernet2/1
O Ethernet2/2
O Ethernet2/3

O Ethernet3/o

Neighbor Device

_for AWS_IGW
_for_Azure_Internet_Cloud
_for_Google_Cloud_Internet_Cloud
(eni-0013dbbc77e3bc97c)
(eni-00141be96bb6c4346)
(eni-0199fbcdfBf942741)
(eni-0128cfa2b38c05601)
(eni-01d8dd658030d9462)
(eni-043d5617957a22407)
(eni-050a740c896f5d04<)
(eni-0520265c03892ac38)
(eni-07536c7¢24b17637¢)

(eni-08877fc6dbT625a4d)

Neightor Interface

Search, Q

® _to_(igw-0d9c0b7¢6b80be153)
O _to_(igw-0fc4d4201402009f8)
O _to_(1gw-35¢f014c)

O _to_(igw-246dc43f)

O _to_(1gw-7c051715)

O _to_(1gw-82130426)

O _to_(1gw-0b7268f2)
igw-a15a43c8)

igw-celebas)

igw-d2dcdbba)
O _to_(igw-dbd720a2)
_to_Casel_IGW_1(igw-

e}
08f9eda318a370bc5)

Cancel oK
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3.1.1.5 Manual Zone

V10.1 keeps Manual Zone to solve the duplicated IP address issues and adjust the L3 topology results.

Domain Management

Start Page Fine Tune
GiRefresh 4 Newzone FiRefrash  Thereare outof 0. Only show subnets with conflicted IPs | All v || search.. L BEport
4 [ Live Access
4 EAIl Discovered Devices (0} \ 4 Subnet - Device Name Interface Name... 1P Address 1P Conflict...  VRF Interface Descripti
Fully CLI-Accessed Devices (0) 4 All Zones
SNMP-Only Devices (0) % Default Zone (0)
Latest CLI Configuration Retrieval Failed (0} @ Manual Zone-1 (01
Others (0) @ NonEigen (44)
Missed Devices (0) 2 ¥G_10.10.1.32.27.1 (1)
Unknown SNMP SysObjectiD (0) 9 VG_10.10.12.0_24.1 (1))
4 [ Unknown P (0) 2 ¥G_10.10.232 27.1(1)
NDP (0) 9 VG_108.1.0_28 1 (3)
Routing Neighbor (0) 2 VG 10.8.1.16.28_1 (3)
Routing Table (0) 2VG_10.8.1.32 29 114)
Others () 2 VG_10.8.1.40_30_1 (2)
SSH Fingerprint Check Faled (0} 9 VG_10.8.1.48 29.1(5)

9 VG_10.8.11.0.28.1(1)
9 VG_10.8.11.0.28.2(2)
9 VG_10.8.11.16_281 (4)

4 [ Network and Topology
Duplicated IP and Subnet Manager
Discover MAC List
Black MAC List 9 VG_10.8.11.32.28.1 (2)
9 VG_10.8.11.48 28,1 (2)
9 VG_10.8.11.48_28 2 (1)
9 VG_10.8.12.0.30_1 (3)

Topology Link Manager
Cloud Manager (4)

Generic Devices (0)
@ VG_10.812.12.301(3)

4 [ Other
2301 14) %
Hostname Change (0) £VG_10812.32.30.14)
Data Migration Tasks . legend: ©System © Manually © Qapp © TechSpec

3.1.2 Open Topo Output

The OT results can be viewed per device in DAW.
3.1.2.1 View and Map VLAN Group

Under the Topology tag of DAW, a user can view all VLAN groups this device belongs to, view VLAN group details,
and create the L2 topology map for a VLAN group. In addition, the system provides an option to include the end
systems in the VLAN map.
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Data Accuracy Wizard 8 F X

- US-BOS-SW1 v Serial Number: 69246996 @) Display Alert on Map

Ciseo-33608 System Driver: Cisco 105 Switch (108 devices shared this driver) Resource Auto Update

‘sligztion Rul

Topology Open Driver

3 Topolegy  L2Topology  VLAN Group  VLAN Fix-up Link
4VLAN Groups Q9

VLAN Group - Device Interface 1 MAC VLAN

b VLAN101 10.8.1.16/

(US-BOS-SW1&#VIan101) (17)

- WLAN100 10.8.1.0/28 (US-BOS-5W1#:V1an100) (17)

4 VLANT (25) %

US-BOS-SW4 Ethernetd/! asbb. 12 Topolozy

US-BOS-SW4 Etherneto/2 asbb,| L2 Topology with Endpaints
US-BOS-5W2 Ethernetd/0 asbb.cc00.1500 1

US-BOS-SW2 Etherne2/3 asbb.cc001532 1

US-BOS-5W2 Erherner/i asbb.cc00.1511 1

US-BOS-SW2 Ethernet!/2 asbb.cc00.1531 1

US-BOS-5W2 Erhernetd/2 asbb.cc00.1520 1

US-BOS-SW2 Ethernes!/2 asbb.cc1521 1

US-BOS-5W2 Etherne2/i ssbb.cc0 1512 1

US-BOS-SW2 Port-channel35 asbb.cc00.1520 1

US-BOS-SW2 Ethernet2/2 asbb.cc00.1522 1

US-BOS-SW2 Ethernett/3 asbb.cc0.1530 1

US-BOS-5W3 Ethernesd/] ssbb.cc00.0810 1

US-BOS-SW3 Ethernetd/2 asbb.cc00.0420 1

US-BOS-SW1 Ethernetd/z asbb.cc00.1430 1

US-BOS-SW1 Erhernet2/3 asbb.cc00.1432 1

1IC DAC CIAM Cobmumas2i1 kb o~ 1419 1 -

3.1.2.2 View L3 and L2 Topology

At DAW, a user can view all L3 and L2 links of a device, map one or multiple topology links. Here we display the point-
to-point (P2P) full mesh connections instead of the connection to the media. In addition, more details are displayed
for a topology link, such as the source and updated time, to debug the data accuracy issue.
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Dats Accuracy Wizard 8 f X Data Accuracy Wizard 8 F X

- US-BOS-SW4 Serial Number: 60234702 @) Display Alert on Map - US-BOS-SW4 v/ Serial Number: 63234702 @ Display Alerton Map
Cisco-35608 System Driver: Cisce 105 Switch (18 devices shared this driver) 3 SeeaIEEeE System Driver: Cisco 105 Swicch (18 devices shared this driver)
Topology Open Driver D Topelogy Open Driver

3Topology  L2Topology  VLAN Group  VLAN Fix-upLink L3Topology  L2Topology ~ VLANGroup  VLAN Fix-up Link
ltems: 3 ice. Q Irems: 2 Q

First Device Interface Second Device Interface Media Type First Device Interface Second Device Interface Medio Type
US-BOS-5W4 20/ US-BOS-SW2 £0/0 US-805-5wW4 +vlan100 10.8.1.14/28 US-BOS-SW1 vlen10010,8.1.2/28 LAN

US-BOS-SW4 <0i2 US-BOS — US-805-5W4 vlan100 10.8.1.14/28 US-BOS-5W2 L= @ LAN

Map]
US-BOS-SW4 11 10814 @
“ » “ »

3.1.2.3 One IP Table

V10.1 adds two fields, VLAN Group and VLAN ID, in the One IP table. VLAN Group Name or ID is displayed under
VLAN Group, and the VLAN ID is VLAN Number.

@ Poch | Trace

Onep Table

S Uk End Syztem Orly

Verdor Sevcch Port VIAND  DNSName Deseripvan Dsta Source VLAN Group

Cizen Symams, Inz 102 NBLEAF-3ien102 Devee Inserfsce

EAF3 Va4 Dvice e

[*

BLEAF-3V1en 06

co Sysiems, Inc 108 NBLEAF31an108 Device It

Cisen Systems, Ine ns NBLEAF 33ien1 13 Device Inserfsce

Cizen Symams, Inz s NBLEAE 3Visni 15 Devce Inserfsce
Vibwics, Inc ne US-BUR-APP1 et Device Ietectice
Cisco Sysiems, Inc ne MELEAF3en1 18 Device Imserface

Device Inserface

Vhiware, Inc.

Ve 11 Device Imserface

Sysiems, Inc m

—— 2 F 3an123 Oevice e
S — 127 £47 3127 Devee ncerfsce
[En EAF3VisniZ2 Devce Irserfsce
15 BLERF-31an135 Device ekerface
138 LEAF 300138 Oevice Irserface
n NBLEAF 330an 14 Aace
120 3¥Ient40
148 NBLEAF 3Van1d6
00z2bemI8T Symema o 128 E4F-3han1 45 Sevee rcerface
005050e344d  VhAwaes,Inc. NBLEREAGAMDS 150 04 Rouse_Leak VM Oevic Irserface
G Systema, Inc 150 BLEAF3VIen150 Device Irserface
sco Sysaems, nc 152 NBLEAF3Vian1S2 OeviceIrsrface
sc0 e, nc 154 NBLERR 330an 154 Devee nserface
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3.1.2.4 VLAN Group Based Zone

Most duplicated IP addresses are resolved by the auto-created VLAN Group Zone, as shown in the Duplicate IP and
Subnet Manager.

4 Al Zones 4 108416820~ (VG_10.84.168.30 2)(1)

o1k an2 08417030 Mo
ed

4 1084172130 - (WG_10.8.4.172_30_1)(1)
e
N w1 ek 08417330
eve 4 084174 (G 1084172302101
2w CP_GW2 eth 108417430 M
g v

4 085024 (V610850 24 1))
ovs
o Barsccue- A0 Exhement Mo
ovs USUARSH2 Viand01 Mo
ev US-LAX-BIGIP Commen/emernal No. 0
ovs

06.7.024- (NomEsgen) (1

Ve
ove US LA BIGIP r— 087128 Mo 0
g ve. 4 08710724-(4G_10871.024 1) (1)
gve, Beston ViaNT 108711824 N
¢ 108 9 E

. 71,3229 - (Nonigen) 1)
. =
N Boston Viant 108713329 Mo
gvs 4 1088079-(VG1088028 1@
VG USNYCRT Ethernend/1 0881729 No
e
. USNYCPaladito eshernext/] 10832729 Ho
N 4 1088879 (VG_10288 20 1)(1)
¢ USNYCHsiadito asherneri2 0881029 Mo
gve. 4 10890728 (VG.1089.0.251)(2)
e
. BOSNEKLIOUT Viants1 10892728 Mo =
o

Legen b ? Qapp 8 TechSper

3.1.3 Other Related Adjustments

3.1.3.1 Discovery

The OT framework uses more network data than the old algorithm to build the VLAN group and then L3 and L2
topology. To keep the discovery process simple, the system does not build the topology in the discovery process.
Instead, the topology will be built in the system benchmark. Therefore, discovery Ul is adjusted as follows:

e Add a link to run the benchmark task in the manual Discovery Ul and Domain Setup Wizard. The user can
select the predefined benchmark tasks to run. This option is not available for the scheduled Discovery.
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St Page Disciver
Discawer
Dot Devices vie SRMPCLL  Menworl Semngs

Mitiea. @ Do via Seed Dodlers () San 1P REnge B
FiviosEname . Hy =

Discreer Desvices ia &P+ Select AF) Sepsers

AP Eargsrs

Banchenank Tasks | Basi Systens Benchimark
Barsic Systam Bandrwrark
Ugsfate ESni iopalogy
HINE Benchimark
igraki
Ao ik
shirw varzion

ALCI PSS Topn

SHMP ared S5 Teirmt @

Atsanced OpTons «

Wirm Hidtorical Aewadt 5880

Dticinery Depthe. 3

SLart RSCOMEry

Remove all operations except Build Site in Run Additional Operations After Discovery at the Advanced

Options.

Advanced Options

Run additional operations after disccvery%

[} Retrieve devicefmodulefinterface informa

Discovery Methods via Seed Routers @

Use NDP to discover neighbor devices
Find routing protocol neighbor via SNMP

Use CLI routing table to discover next-hops

After Discovery via Seed Routers @

[ Scan destination subnets
[ Scan sl connected subnets

Minimum mask bits: | 24

0 %@

Cancel

It is recommended to keep this option checked,

* Build Sites.

The maximum percentage over node license limit to discover devices:

SNMP/CLI Discovery Options otherwise the discoversd devices wan't be

ready until the benchmark finishes.
The following operations will run during

CLl forced timeout: | 500 seconds | additional operations:
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3.1.3.2 Benchmark Setting

In the Add Execution Point of the Benchmark task, add two entries before building VLAN Group and after building
VLAN Group. The user can add the Data and Adaptive plugins to fix the topology issues.

Add Execution Point

[1) 01 Before executing benchmark task

[0 02.Before retrieving live data

03.After retrieving live data
(7] 04.Before building MPLS CE list
(7] 05.After building MPLS CE lisc

[1) 06.Before executing full topology building

[1) 07 Before building VLAN Group

(1) 08.After building VLAN Group

Cancel

3.2 Platform Validation

Platform Validation (PV) checks the data accuracy by executing a set of rules called PV Rule (PVR). A PVR can be as
simple as a device management IP address must be not empty and as complex as that a physical interface
(identified by its name) with an IP address configured must not have VLAN configured. Besides the validation logic,
a PVR will have a unique error code, error message, and recommended actions. PV results are displayed in the
Data Accuracy Wizard (DAW) per device. NetBrain system administrator or any end-user can view the results and
take corresponding actions to fix the issue.
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The main workflow is: the administrator set up a scheduled task to execute PV against all devices in the domain;
all NetBrain users view PV errors and warnings on DAW and follow the recommended actions to fix the issue.

Schedule | PV Result(deviceterror) | paw - View 1 Device PV +| Follow the Recommendation
Run PV ~ Result (Error Code) ”| to Fix Error (Tune, OD, etc)

NetBrain Platform team has already built a rich set of PVR packaged into the V10.1. However, the network is
complex, and we will run into new technology and issue. Therefore, we will continue to develop and optimize the
PVR. New PVRs and the corresponding System Driver, Open Driver, or other resources will be published to the

customer via Knowledge Cloud (KC).

3.2.1 Define PVR

PVR is created only by NetBrain Platform Engineers and published to the customer via KC. The PVR is defined by a
Python script file (PV file). A PVR has the following components:

Name: a unique name to identify the PV file name.
Description: optional, describing what this PVR is about.

Qualification: defining what devices this PVR can be applied to, same as the general Qualification definition.
For example, you can define a PVR only applicable to a certain device type, such as the Cisco I0S router or
a device with BGP configured.

Check Logic: the logic to implement PVR. The logic can be simple, such as checking whether a device
management IP address (the device parameter, sometimes also called GDR) is empty. If so, create an error.

The error is defined globally, which includes:

Error Code: a unique hexadecimal number to identify the error.

Error Type: the category of this error.

Short Message: describing the error, e.g., the management IP address is empty.
Long Message: describe the interface error in detail.

Severity: can be Error, Warning, Information.
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o Recommendation: each error code corresponds to multiple recommendations on how to solve the problem
when such an error occurs. The common recommendation is listed in the following table.

Recommendation Description

Create an Open Driver To create an Open Driver to fix this issue.

Update an Open Driver Update an existing Open Driver.

Tune Live Access Open the device setting for the user to tune.

Update System Driver The system will create a beta System Driver, which is

enabled in the IE system.

View Original Data The link will open the Ul to view the original data, such as a
system table or an NCT table.

Contact NetBrain Send an email to NetBrain support.

The errors are listed in DAW per device. In addition, the recommendation has a link to the corresponding action
ul.

3.2.2 PVR Examples

PVR can be used to validate the device/interface/module property, system table, NCT table, and Overall
Health Monitoring data.

Category Check Logic Error Message Recommendation
Device Management IP is not Please set the
Property empty. The Management IP management IP in
is empty. the Shared Device
Settings or Contact
NetBrain.
Device A device supporting CLI Failed to retrieve CLI | Please Contact NetBrain.

Property Configurations has SNMP configuration.
created configurations.
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trunkNativeVlan is empty.
OR the mode is not in
(trunk, hybrid), and
trunkNativeVlan is not
empty.

mode are
inconsistent.

Device Interfaces in the route The interface of Please create an Open
Property table should exist in the Route Table does not | Driver to add the missing
domain. exist in Interface interface or Contact
Property. NetBrain.
Interface An interface mode is in Interface properties Please Contact NetBrain if
Property (trunk, hybrid), and trunkNativeVlan and | the interface handles real

traffic; otherwise, please
ignore it.

Configuration

Device Configuration is

Device Configuration

Please check if

and System more than one week older | is more than one Configuration File is
Table than the System Table. week older than the | checked in Retrieve Live
System Table. Data of Benchmark Tasks

and Contact NetBrain if

this issue still exists.
Overall The values of OHM fields Device data is 1. Please check the “CPU
Health are not empty missing in Overall and Memory Usage”
Monitoring Health View. Parser in Parser Library.
(OHM)

2. Please check the
“Overall Health View”
Data View Template in
the Data View Template

Manager.

3. Contact NetBrain if this
issue still exists.

3.2.3 Schedule PV

The system has one built-in Schedule PV task, which will be executed against all devices. The user cannot delete
this task or add a new Schedule PV task. However, he can disable and enable this task.
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Domain Management

Tenant: Initial Tenant ~ Domain:R10 Training ~ Operations € ).Zhang @

NeSain.
Start Page Schedule Task
Schedule Discovery/Benchmark Schedule Data View Template/Parser Schedule Qapp Schedule Plugin Schedule Platform Validation
5 Refresh
Enable  Task Name Last Run Time Duration Last Result Current Status Next Run Time Frequency
Platform Validation Check  6/7/2021,12:11:42 PM 20 mins 10 sec Succeeded e 6/8/2021,12:11:42 PM once

The user can set the schedule of the PV task, such as frequency, start date, end date, and start time. In addition, the
system provides an optional setting, Hard Stop Time, which can be useful to stop the PV task after the specified
hours so that it may not overlap with other scheduled tasks such as the system benchmark. The PV task will be
paused with the current execution status recorded (primarily the devices to have been verified). Then, in the next
PV cycle, PV tasks will be resumed from the last execution status (skip those devices which have been verified and
verify the devices not verified in the last cycle yet.)

Platform Validation Task >
Name: | Platform Validation Task Description: | Check all device data accuracy with the logic defined in platform validation files
Start Date:  2021-06-24 ﬁ [] End Date: = 2016-11-17 Time Zone: (UTC-05:00) Eastern Time (US & Canada) v 0
Once Every: 4 weeks on:
Daily _
() Sunday [) Monday (] Tuesday [ Wednesday
(®) Weekly
[_] Thursday (] Friday (] Saturday
Manthly

Start Time Everyday: 03w ¢ 10w PM » Use Current Time

€ HardStop Time: 12 2 | Hours ~ | @

Cancel Submit

The PV task will start at the scheduled time or resume if the PV task of the last cycle does not finish within the hard
stopped time. For each device in the domain, the PV task will run all PVRs to which this device is qualified (the
qualification is defined in PV files) and enabled (a user can see all qualified PVRs and disable/enable a PVR on DAW).

The user can view PV status (Disabled, Running, Completed, Idle, and Paused), view the execution log, export the
results to a CSV file, delete the results, and manually stop the running PV task.
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Domain Management Tenant: Initial Tenant  Demain: R10 Tral

Start Page Schedule Task

Schedule Discovery/Benchmark Schedule Data View Template/Parser Schedule Qapp Schedule Plugin Schedule Platform Validation
Enable Task Name Last Run Time Duraticn Current Status Mext Run Time
Platform Validation Check BITI2027, 1201142 PM 20 mins 10 secs Running | Stop BIBV20ET, 1201142 PM

3.2.4 View PV Results in DAW

The latest scheduled PV results are displayed on DAW Dashboard per device, categorized by Error, Warning, and
Information. Each entry has the error code, the time of the first failure, error message, and recommendation. The
link in the recommendation will bring the user the corresponding Ul to fix the issue. After a user tries the
recommended steps, he can click the button Re-validate to run all validation rules for this device to verify that the
error is fixed.
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Drata Accuracy Wizard (DAW) =X Is Owerall Heall

BJ-R1 v Serial Mumber; FHE1218F480 @O Display Alert on Map
Crmco-2811 System Driver: Cisco 105 Switch {452 devices shared this driver) Resource Auto Update
Dashboard validation Rules Tapology Gpen Driver
Re-validate Clear Results ~ T QBB
B Ocerons Warning: 1 D Information: 0 & lgnared: 3 £ Collapse Al
4 @ [101259] SNMP access denied. [2 08/07¢2021 02:28 PM

The SNMP access from FS(10.10.34,84) has denied by device,

Recommendation: You may check the ACL configured on the device through MetBrain Smart CLI or other
remote access terminals,

Y

€ [108724] Unrecognized prompt in privilege login. OBOT2021 10:45 AN

Privilege login failed: unrecognized prompt "user”

Recommendatian: You may enable the CLI ogin script in the Shared De
command in the Privilege Mode legin script,

Settings -+ Advanced to add prompt and

.

€ [100304] Is missed device. OBMO72021 1045 Ak

First Failure Time: 8372021, 12:53:12 FM First Discovery Time: /32021, 12:53:12 PM ‘)
Recommendation: You can check the Live Access Log to find root cause,

If it has not been used anymore, you can Remove it from Domain or Add its Management IF t-5r240
(172.26.3.10) te Do-Mot-Scan list 25027

-

[100001] Mot assigned to any site. DBA07/2021 10:45 A0

N

@ [100602] Hostname changed. QRAOT2021 10:45 Ak

Anaother device with same serial# 687134E, hostname is B|-R1-Marth.
Recommendation: Please go to Hostname Change Manager to resolve this issue - remove the old device and keep the PV Results

new device in domain only.

@ [100603] Interface COF neighbor interface (4) QEATA021 10,45 Ak
el BI*POP_AFDECGF 18-31-BF-07-EA-SE
CVE Bos_Switch 18-31-DF-10-BC-AE
fiu1 Bos-corel 15-30-BF-AT-EA-SE
vz Bos-core2 16-31-BF-10-BC-AE

Recommendation: View COF Table to see details.

» @ [100624) Interface MIB Index is empty (&) 02072021 10045 AM

el BI*POP_AFDECGF 18-31-BF-07-EA-SE
el/3 Bos_Switch 16-31-DF-10-BC-AE

3.2.5 Enable, Disable and Run a PVR

All PVRs to which this device is qualified are listed under the Validation Rules tag of DAW. The user can disable and
enable PVR for this device. The disabled PVR will not be run against this device in the scheduled PV task. The number
of qualified devices is also displayed here for a user to see all devices qualified to a PVR and then disable or enable
PVR for these devices.
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§ - -
Data Accuracy Wizard (DAW) 5 X s Overall Health Monitor  Map  Actions | + 100% =

Decision Tree Incident
ﬁ BJ-R1 ~  Seral Number: FHK1218F450 @) Display Alert on Map
Cises-281 System Driver; Cisco |05 Switch (453 devices shared this driver] Resource Auto Lipdate
- Enable Rule SruleName
Dashboard Validation Rules Topology Open Driver
sy
@ Applicable validation rules for current device, e Enaile rule on the selected devices:
Enable on this Device Rule Description Enable  Hosmame vendar Madel Management IP
Check Live Azcessibility Check live access status & BJ-RA (Current) Cisco catalyst295, 1722410121
Check GHM Access Check overall health monitor status v @ & paceswz Cisco catalyst295., 1722410122
hamel Check cdp table if is em & p)_pce_SWa Cisco catalyst295..  172.24.101.24
- P " Run
& B)_Acc SWE Cisco catalyst285...  172.24.101.26
Enable on More Devices . )
@) @ Bl_core 3550 Cisto catalystdss..  172.24.32.266
@ & pl2ores Cisca catalystaTun.. 172241014
@ < 8lzoea Cisco catalystaToe.  172.241015

-8
250

Only show disabled devices Close

o

3.3 System Validation (SV)

In V10.0 and earlier versions, the live access-related issues are scattered among many functions and Uls. As a result,
the error messages are not consistent across these functions. IE v10.1 introduces System Validation (SV), which
provides the system-wide consistent, more detailed, and accurate error messages in all features involving live access,
such as discovery, benchmark, fine-tune, Qapp, NI, etc. These errors will be displayed in a central place, Data
Accuracy Wizard (DAW). SV also summarizes the live access status on all devices and provides recommended
solutions for each error type for users to maintain device data accuracy by themselves.

SV is a backend process requiring no user involvement. The output of SV is the system and live access-related error
messages, which are displayed in the DAW dashboard. The SV error has the same components as PV error: error
severity, unique error code, type, detailed message, and recommendations.
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Error Message (Long Message)

Recommendation

T

cl I:][108724] Unrecognized prompt in privilege login, ]

Error Type (Short Message)

08/07/2021 10:45 AM

Privilege login failed: unrecognized prompt “user:” ]

Recommendation: You may enable the CLI login script in the Shared Device Settings -> Advanced to add prompt and

command in the Privilege Mode login script .

3.3.1 SV Error Examples

SV categorizes the live access failures into four major types: server error (Front Server, Front Server Group, Jumpbox,

and API Server), Ping error, SNMP error, and CLI error (CLI connection, non-privileged login, privilege login, and

advanced script). They could be further categorized into more detailed error types, and each has a corresponding

recommended solution. The corresponding error message example and the recommended solution are listed below

for each error type.

Category | Error Type Error Message Recommendation

Server unavailable The front server FS You may switch an available front server in
Error Front server (10.10.34.84) is the Shared Device Settings or Tune Live
unavailable. Access. If there is no available front server,
you can check the front server status in the
System Management -> Front Server
Controller. Contact your NetBrain admin if
needed.
Ping Unreachable IP | The management IP | You may switch an available management IP
Error address address 10.10.34.84 | in the Shared Device Settings or Tune Live
of the device is | Access.
unreachable.
SNMP SNMP accessis | The SNMP access | You may check the ACL configured on the
Error declined. from FS(10.10.34.84) | device through
has bee.n declined by NetBrain Smart CLI or other remote access
the device. terminals.
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CLI Error | SSH/Telnet SSH/Telnet connect | You may check the CLI Connection Timeout in
connect timed | from FS(10.10.34.84) | the Shared Device Setting -> CLI -> Advanced.
out. failed: timed out

CLI Error | Unrecognized . .| You may enable the CLI login script in the

] Non-privilege login ) )
prompt in non- . . Shared Device Settings -> Advanced to add
. . failed: unrecognized i .
privilege login. . . prompt and command in the Non-privilege
prompt “user: ) )
Mode login script.

CLI Error | Authentication | Privilege login failed: | You may check the login credential configured
failed in invalid privilege in the Shared Device Setting or Tune Live
privilege login. | username/password. | Access.

CLI Error | Device not Mode name login You may check the CLI Session Timeout in
responding in failed: device does the Shared Device Setting -> CLI -> Advanced.
mode name. not respond.

3.3.2 Live Access Validation Rule

Even though live access failures could happen in all features involving the live access process, sometimes only partial
live access will be checked in some tasks. For example, Ping and SNMP access won’t be verified in the system
benchmark. Therefore, live access validation rules are created to verify each live access method of devices to ensure
the system can fully access them. Users can also re-run the validation process in the DAW dashboard to validate the
live access settings (timeout settings, login script, etc.).

Data Accuracy Wizard (DAW)

iﬁ BJ-R1 v

Cisco-2811

Serfal Number: FHK1218F480

System Driver: Cisco 105 Switch (453 devices shared this driver)

S X

@0 Display Alert on Map

Resource Auto Update

Dashboard Validation Rules Topology Open Driver
© Applicable validation rules for current device. (\\
Enable on this Device Rule Description
Check Live Accessibility Check live access status
ARP Table Check Check ARP Table
NDP Table Check Check ndp table if is empty




Live Access Validate Rule will validate the accessibility of devices based on the latest device settings with the
following steps:

e Check the connection of relevant servers, including the front server, front server group, jumpbox server, and
API server.

e Ping, the device management IP, to validate the connection.
e Access the device via SNMP using the latest SNMP session timeout setting.

e Validate the CLI access of the device using the latest CLI session timeout setting. The CLI access includes
SSH/Telnet connection and authentication in non-privilege mode, privilege mode, and customized mode.

If live access failure happens in any of the steps above, corresponding error messages and codes will be generated.

3.4 Data Accuracy Wizard (DAW)

The data accuracy issues can be caused by many functions and misconfigurations. The system can detect these
issues and provide the functions to fix these issues. However, these issues are scattered in many places, such as
benchmark reports, domain health reports, tune live access, duplicated IP manager, etc. The system does not have
a central place to list all data accuracy issues and the methods to fix these issues.

V10.1 introduces Data Accuracy Wizard (DAW), a feature dedicated to all data accuracy issues per device, such as
live access issues from SV, the device data issue from PV, and the topology results from OT. The verification rules
and the open drivers are also listed in DAW so that a user can enable/disable these rules and drivers.
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3.4.1 Open DAW

If the devices on the map have SV/PV alerts, the corresponding hostnames will be highlighted with an alert icon.
Users can click the icon to open DAW for this device. DAW can be opened from the Start menu, left navigation
bar, and device detail pane.

Users can enable or disable DAW alert in the map with the option Display Alert on Map.
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Data Accuracy Wizard (DAW) S OX
BJ-R1 ~  Serial Number: FHK1218F480

@) Display Alert on Map
Cisco-2811 System Driver: Cisco 105 Switch (453 devices shared this driver) Resource Auto Update
Dashboard validation Rules Topology Open Driver
Re-validate

Clear Results ~ Q G5 8
@ Error: 6 Warning: 1 O Information: 0 Ignored: 3 A Collapse A
4 @ [101259] SNMP access denied. 21

D&,

72021 0228 PM
The SNMP access from F5(10,10.34,84) has denied by device,

Recommendation: You may check the ACL configured on the device through NetBrain Smart CLI or other
remote access terminals,

4 [108724] Unrecognized prompt in privilege login. 02/07/2027 10:45 AM

3.4.2 DAW Components

DAW is for one device only, and the user can change the device. At the top of DAW, the hostname and the basic
data are displayed.
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Data Accuracy Wizard (DAW) o % s | Overall Health Monitor  Map  Actions

ﬁ BJ-R1~  Serial Number: FHKI 2187480 @0 oisplay Alert on Map

Cisco-2811 System Driver: Cisco 105 Switch (453 devices shared this driver) T
Dashboard Validation Rules Topology Open Driver
Re-validate Clear Results ~ Q| 3 Export
@0 crors Warning: 1 @ Information: 0 2 ignored: 3 Al
4 @ [101259] SNMP access denied. (2 07120
The SNMP access from F5(10.10.34.84) has denied by device,
Recommendation: You may check the ACL configured on the device through NetBrain Smart CLi or ather
remaote access terminals,
4 @ [108724] Unrecognized prompt in privilege login. 0B/07/2021 10:45 AM
Privilege login failed: unrecognized prompt "user:"
Recommendation: You may enable the CLI login script in the Shared Device Settings -> Advanced to add prompt and
command in the Privilege Mode login script
4 @ [100304] Is missed device. OBAO7I2021 10:45 AM
irst Failure Time: &/9/2021, 12:53:12 PM  First Discovery Time: 7/9/2021, 12:53:12 P ’0 i ﬁ,
nendation: You can check the ess Log to find root cause | |
IF it has not been u mare, you can Remove it from Damain or Add its Management IP 5240 :
6.3.10) to Do an list 25027
1722402
[100001] Not assigned to any site. 08/07/2021 10:45 Al Clsco Router

4 @ [100602] Hostname changed. 08/D7/2021 10:45 AM

Another device with same serial# 687134E, hostname is BJ-R1-North.
Recommendation: Please go to Hostname Change M
new device in domain only.

zer to resolve this issue - remove the old device and keep the

_,J
-z o

4 @ [100603] Interface CDP neighbor interface (4) 080772021 10:45 AM

172.24.10.8729
\

0 BI*POR_AFDECGF 18-31-BF-07-EA-SE

e0/3 Bos_Switch 18-31-DF-10-BC-AE

o Bos-corel 15:30-BF-AT-EASE

forz Bos-core2 16-31-BF-10-BC-AF

Recommendation: View CDP Table ta see details
b @ [100624] Interface MIB Index is empty (8) 08/07/2021 10:45 AM
ean BJ*POP_AFDECGF 18-31-BF-07-EASE
EVE] Bos_Switch 18-31-DF-10-BC-AE

! 3 gy ovTZLL O
_——f‘!

DAW Ul has four tabs:

e Dashboard: display all data issues created by SV and PV. Each issue has the error code, error message, and
recommended actions.

e Validation Rules: display all PVRs applicable for this device. The user can enable, disable or debug run a
PVR. Refer to section 3.2 for details.

e Topology: displays OT results, including VLAN groups to which this device belongs, L3 and L2 topology links.
Refer to section 3.1 for details.

[ ]

Open Driver: displays all ODs applicable to this device. The user can enable, disable and test run an OD.
Refer to section 3.5 for details.
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3.4.3 DAW Dashboard

The issues reported by SV and PV are listed under the Dashboard tag. SV is a backend process to collect all system
and live access issues per device.

The error message will be displayed as below:

Error Code

Error Type (Short Message)

- [ﬂﬁ 03?24]_[Unrecognized prompt in privilege login. |

Error Message (Long Message) Privilege login failed: unrecognized prompt “user:” |

Recommendation: You may enable the CLI login script in the Shared Device Settings -> Advanced to add prompt and
Recommendation : P "
command in the Privilege Mode login script .

(08/07/2021 10:45 AM |

For each error, the users can:

e Use the link provided in the recommendation to fix the issue, and then click the re-validate button on the
DAW dashboard to confirm that the issue has been fixed.

e Ignore the error from the right-click menu to remove it from the dashboard. The user can ignore an alert
type on a device, all devices, or a group of devices. An ignored error can be restored.

Dashboard

Validation Rules Topology Open Driver
Re-validate Clear Results a B8
BOErors 0O wamning 1 O information: 0 Bignored:3 A Collapse Al
4 @ [101259) SNMP access denied. [l OBM7/2021 02:28 PM

The SNMP access fram £5(10.10.34.84) has denied by device.

Recommendation: You may check the ACL configured on the device through NetBrain Smart €Ll or other
remate access terminals.

«0 gnized prompt in p

Privilege |ogin failed: unrecognized prompt ‘user”

lege login. ORM7/2021 10:45 AN

Recommendstion: You may enable the CLI login script in the Shared Dev
command in the Privilege Mode login script

g -» Advanced to add prempt and

4 @ [100304] Is missed device. 08072021 10:45 AN

First Fallure Time: 8/9/2021, 12:53:12 M First Discovery Time: /912021, 12:53:12 PM
Recommendation: You can chack the Live Access

Ifit has not been us
72.26.3.10) to Do-Not-Scan list

‘) Ignore Alert Type X
o5 to find oot cause,

You tan Remove it from Domain or Add its Management IP |
2502

Are you sure you want 1o ignere this alert type on Device BFR17

[100001) Mot assigned ta any site.

4 @ [100602] Hestname changed,

Another device with same serlal# 637134E, hostname Iz BJ-R1-Morth,

DB/T7/2021 10:45 AM v

Locate Validation Rule

Ignare

Recommendatian: Please ge to Hostname Change Manager to resolve this [ssue - remoy  Delete

new device in domain anly.

4 @ [100603] Interface CDF nelghbar interface (4)

OB/DZI2021 10:45 AW

Ignore on other devices aswell: My Network

E

1722410829

&

< site

B My Network

4 Al Device Groups

My Device Groups
Shared Device Groups

Policy Device Groups

eor! BI*POR_AFDECGF 18:21-BF07-E4SE ¥ System Device Groups
2013 Bos_Switch 18:31-DF-10-BC-AE 4 Device Type
o Bos-corel 1530-BF-AT-EASE g b Router
2 Bos-core2 1631-BF10-BCAE E; b L3swich
RECOmMEndation: View COP Table to see detals, 5 b Firewall
I @ [100624] Interface MIB Index is empty (8) /0772021 10:45 AW g P WAN Optimizer
B LAN Switen
eart E]*POP_AFDECGF 18-31-BF07-EASE
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e Locate the Validation Rule and disable the rule if users think that the rule is not relevant. The user can

enable or disable the rule in one device for all qualified devices.

3.4.4 Notification of DAW reports

Users can set up an email task to receive the DAW report of the devices.

Data Accuraty Wizard (DAW) S X
L Yt [ oL er—
oo 11 Sysom Drier;Csco 106 Swich (153 devices shared tis e Pavorca U

Task Name: | Site BJ3 Device Data Accuracy Repor: = ¢ Email T Tesk Type:  Validation v A
TekTypm | Valldation v Enable Meme Type Device Scope Frequency Crestar To <3
Device Scope: + Site + Devics Group  + Device Sice B3 Device Da... Validagon B3 zhagxu (me) camie. yd hao
Subcribed Devices DG ibe Report Validssion ibs e zhouling ljingiing  sdmin
BJ37 devices)
Emall Serungs:
Time Zone: | (UTC08:00) Bejing, Chongaing HONE K. v | @
FrequencyEvery 1 weeks on:
Sunday O monday 1 Tuesday O] Wednesday
] Thursday O Friday I Sarurday i
SurtTime Bveryday: 12+ |+ 00w | | PMw
To:  carrie yd
< zhaoxu
8 r2ach Repore in Email
Cancel oK

3.5 Open Driver

In IE v10.0 and earlier versions, the device data are retrieved and parsed by the device driver (System Driver),
maintained, and updated by NetBrain. When device data is inaccurate, the user can only contact NetBrain and wait
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for a patch of the driver to fix the issue. V10.1 enables users to correct the data accuracy issues by themselves via
a new feature, Open Driver (OD), which leverages the low code ability of Visual Parser.

An Open Driver defines the target device data (which data is to be corrected), the data source (the commands to
retrieve the data), the Parser, the mapping between parser variables and the target data. For example, suppose the
software version of a Cisco 10S router is empty or incorrect. The user can create an Open Driver to parse the output
of the CLI command show version and map the variable Sversion to the device property Software Version.

[, open Driver Manager

Name: Secversian Descriptian: Fixed empiy softviare version of Cisca 105 Qualification: Defined | Enstie: @ Tes Save

Mapping Result SupBarENEVratles gy 0 e Source Define Data Mapping:

- Apply

The main workflow: after the scheduled PV, NetBrain users view PV errors and warnings on DAW. For the issues
recommended to be resolved by OD, create an OD and test run OD.

Schedule Run
PY

DAW - View 1 Device PV
Result (Emmor Code)

Y

Create OD

h 4

Aute Run OD
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A user can define an OD to modify multiple target data (for example, the same CLI command can set more than one
device property) and define as many ODs as necessary for one device. ODs will be executed automatically after the
SD whenever the corresponding SD is applied, such as the Benchmark process.

NetBrain Digital Twin

tr 1

System Driver ’ Open Drivers
oD

SD

3.5.1 Define OD

The system provides the OD editor to define OD without coding. The user can follow the recommended action,
New OD/Enable Beta OD at DAW, or from Open Driver Manager to create an OD.

The main steps to define an OD is to define the data mapping, which includes three essential steps:

1. Select the target device data. You can select a device property, an interface property, a system table, or
NCT.

2. Define the data source. You can use the variables from an existing Parser or create a new Parser.

3. Map the source data variables to the target device data.

After that, you can define the qualifications for this OD.
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gu Open Driver Manager

P Mame: setintertsce dupiex Descriptian: Set the interfoce duplex 2 Qualificstion: Undefined  Enable: Test save

Mapping Result Supparting Varistles Define Dats Mapping

On & USBOSSWI  Rewieve  Dats Mapping Description

Interface Key: [E3inf.neme £

Dz Mapping Condimans

QinQ Confy (beoi)

FHAP Prapertes [Py frabie)

3.5.1.1 Select Target Device Data
OD can be used to modify the following data:

o  Device Property (GDR)
Not all GDR can be modified by OD. Only those with the flag Visible in OD checked (can be set in the GDR

configuration page at Tenant Management) can be changed by OD. The system supports the following types
of device GDR:

Description

Single Value For example, Hostname, Software Version, etc.
(String, integer, Boolean)

Table Can select any column of the table as the target data.
List Can be mapped to a column (field) of a source table.
Object Support the property of an object.

e Interface Property (GDR)

Same as the device GDR, only those interface GDR with the flag Visible in OD checked can be modified by OD.
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Interface GDR is a table with the interface name as the key from a device’s perspective. Therefore, the source data
must be a table with the interface name as the key. For example, you can use the CLI command, show ip interface,
to set the interface, inbound ACL, outbound ACL, etc.

Q | € path | Trace A O 8 A SHomob O @

EJO Open Driver Manager

»

Name: Eix Interface ACL Property Description: Qualiication: Undefined  Enable: Test Save
x Mapping Result SURROTIg Variables o e Source: et Data Mapping:
+ Add Data Mapping Parser v showipinterface on Retrieve | Data Mapping Description:
Desktop TextView  Variable View Parser: Bshaw Ip Interfece [Ckco L

4 Original_Result Match Data Mapping:

4 0 intf_tab hy
intf_table(paragraph) [@ DataSource Device Data
[ sintfistring) £
[ $ip_addristring)

{5 $mtu(int)

[21im._table c Interface Properties

Interface Key: [ Sintf
(¥ $physical_state(string)

(% $protocol_state{string) Match Table Column Data:

{31 $ip_proxy_arpistring) [ Data Source Device Data Key
(3 $in_ackstring) ntf_table.$in_acl c Inbound ACL

{5 Sout_acstring) v Outbound ACL

{31 $policy_rauting(string)

Add Mapping to Inbound ACL
Add Mapping to Outbound ACL

Set Interface Key

{51 Snatistring)

(5] $ip_icmp_redirects(string) Data Mapping Conditions:

Select Device Data:

Interface Praperties v
MPLS VRF (string)
Inbround ACL (string) Added
Outbiound ACL (string) Added

Switchport Mode (string)

VLAN (string)

Native VLAN (string)

Trunk Encapsulation (string)

VPLS PE Interface (bool)

Interface of Bridge Port Extension (bool)
Failover Enabling {biool)

L2 Overlay Enabling {bool)

Transparent Enabling (bool)

NAT Enabling (bool) Apply

The system supports the same types of interface GDR as device GDR.

e System Table
Built-in system tables are created by SD and can be modified by OD.
e NCT Table

OD can modify an existing NCT table and create a new NCT table. Only the global NCT table (not VRF or subtables)
is supported. OD can change all columns of an existing or new NCT table.
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Open Driver Properties X

Name: | Open Driver 1

Mapping Result Supporting Variables

+Add Data Mapping

Description:

I3 Define Data Source:
B clicommand

Text View Variable View

1
2
3 MNeighbor ID  Pri
4 1722075553 1
5 172.24.32.225 |1
6 172.24.10.25 |1
7 172.24.101.61] |1
g 172.26.10.2 | |1
9
12
13
14
15
16
17
18
19

Select Device Data:
NCT Table > BGP Advertised
Device Properties
Interface Properties
Module Properties
System Table

NCT Table

| [FuLL/oR
| [FuLLsBoR |

| [FuLL/oR
| [FuLLsor

State

FULL/BOR

show ip route vrf $vrf

B)_core_355@#show ip ospf neighbor

Dead Time Address
00:00:34

00:00: 30
00:00:35

| 80:00:33
| 80:00:39

B | on B-R1  Retrieve

OSPF Neighbors [Cisca 105]

Interface
172.24.10.33 | Vlanl®
172.24.32.225 [FastEthernet
172.24.10.250 FastEthernet
172.24.36.2 | FastEthernet
172.24.100.2 | Port-channel

Qualification: Defined

Define Data Mapping:

Data Mapping Description:

Fix version data accuracy

Methed: = Overwrite

Match Data Mapping:
B Data Source

[=] sbgp_table

Mateh Table Column Data:
B DataSource
[] salg.
[] sdest_addr
[] smask

[] snext_hop_ip

» Data Mapping Conditions:

New NCT Table
Select Existing NCT Table

ospf nbr table

Test | v Save

Device Data

BGP Advertised

Device Data
Ag
Dest.Addr
Mask

Next Hop IP

BGP Advertised Route...

BGP Meighbor Route-...

BGP Meighbors

BGP Received Route T... Apply
FHRP Table

GRE Tunnels

IPsec VPN Table @

The NCT table created by OD is identical to the standard NCT table, can be updated in the system benchmark
process, is viewed as device data, and used by the automation assets such as Qapp, Runbook nods, Qapp, and

Change Analysis.

3.5.1.2 Define Data Source

The data source of an OD can be a CLI command, configuration, and an existing Parser. To support the data retrieved
via SNMP or API as the data source, you need to define a Parser for the SNMP or API data first and then select the

Parser as the data source.

To add a CLI command as the data source, the user enters the CLI command, retrieves the data, and selects an
existing Parser or creates a new Parser. Users can choose a Parser with the CLI Command having the parameters

such as show ip route vrf SVrfName(however, users cannot enter the CLI command with the parameters directly).
V10.1 only supports two built-in variables:
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Built-in Variable ‘ Example

SVrfName show ip route vrf Svrf_name
Speer-address show ip bgp advertised Speer_address
show ip bgp advertised vrf Speer_address Svrf_name

Map Variable to CLI Command

surf= | Select

VrfName

peer-address

The configuration is a special data source. The user can retrieve the data from the live network or use the cached
data and then select a Parser or create a new Parser.

All variables defined by the data source Parser can be mapped to the target device data. However, in some cases,
the variables of a Parser cannot be directly mapped to a target device data. For example, the CLI command parser
variable is an IP address, while the target device data is the device hostname. Or the variables obtained from two
CLI Parsers need to be merged to a new variable to be mapped to a target device data.

To support these use cases, which require secondary parser data processing, the user will define the supporting
variables first and then map the variable to the target device data. A support variable can be any Parser variable or
a compound variable.

A compound variable can combine multiple Parser variables into a new variable. The formula to create the
compound variable depends on the variable type; for example, two string variables can be merged into a new string
by appending them; a new number variable can be created by the algebraic formula of two numerical variables.
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Also, a compound variable can call NetBrain API to transfer a Parser variable to a new variable, for example, from an
IP address to a hostname.

NOthdin Q € Path | Trace

E:‘l: Open Driver Manager

»

Name: Fix Interface ACL Property Description: Qualification: Undefined
Mapping Result Supporting Variables
- PPINE il i Define Data Source:
Files
! 4 Supporting Variable v Please add a variable or select a variable to view details.
Desktop Add Compound Variable

Add Parser Variable

3.5.1.3 Map Data Source Variables to Target Device Data

Mapping a single value variable is common for most Device and interface GDRs. To define this data mapping, you
select a data source variable and a target device data and define the condition. By default, there is no condition,
and the system simply assigns the data source variable to the target device data (overwrite) even if the value is
empty.
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Open Driver Properties

Name: | Open Driver 1

Mapping Result Supporting Variables

+ Add Data Mapping

B CuiCommand

TextView Variable View

Description: | Fix device data accuracy

I8 pefine Data Source:

show version on BJR1 Retrieve

version [Cisco 10S XR]

1 show version

2, C3560F Software (C3560E-UNIVERSALKI-M), Version RELEA
http://men. cisco. con/techsupport

-2011 by Cisco Systems, Inc.

y-11 15:57 by prod_rel_tean

00803000, data-base: 0xG2800000

PRI

gram is C3560E boot loader
9 ot Loader (C3560X-HBOOT-M) Version 12,2(S3r)SE2, RELEASE SOFTWARE (f

11 uptime is[2 years, 15 weeks, 5 days, 22 hours, 52 minutes|

12 ROM by poner-on
13 is "flash:/c3560e-universalkd-mz 132-55 3E3/c3560e-universalkd-nz. 12

16 ins cryptographic features and is subject to United
17 ountry lows governing import, export, transfer and
18 isco cryptographic products does not imply

19 ity to import, export, distribute or use encryption.

Select Device Data:
Device Properties v
Hostname
Mgmt P
Mgmt Interface
Added

Software Version

Device Type

Qualification: Defined

Define Data Mapping:

Data Mapping Description:
Fix version data accuracy

Match Data Mapping:

@ Data Source

4 Data Mapping Conditions:
[

A | Select Variable

Boolean Expression:

Then

Overwirte

Add Else

Test Save
Device Data
Software Version
Apply

To map a table, the user needs to match the columns of the source table to the target table after selecting the source
and target table. Also, he needs to define which column of the target table is the key if it is not defined. The keys

will identify the corresponding rows of the source table and target table.

Open Driver Properties

Narme: | Open Driver 1

Mapping Result Supporting Variables

+ Add Data Mapping

Description:

(@ Define Data Source:

B cucommand  ~ | show ip route vrf $urf @ | on B-R1  Retrieve

Text View  Variable View OSPF Neighbors [Cisco 105]

Qualification: Defined i)

Define Data Mapping:

Data Mapping Description:
Fix version data accuracy
Method:

Overwrite

Match Data Mapping:

B DataSource

1 B)_core_3550#shon ip ospf neighbor

2

3 MNeighbor I Pri State  Dead Time Address Interface

4 [72.24.255.53] [1 |[FuLL/or | 0:00:34 |[172.24.10.33 | [Vianie

5 172.24.32.225) |1 | FULL/BOR | 00:00:30 |[172.24.32.225 | |FastEthernet
6 172,24.10.250) |1 | FULL/BOR | 00:00:35 |172.24.10.250| [FastEthernet
7 172.24.101.61) |1 | FULL/OR | 90:00:33  (172.24.36.2

8 172.26.10.2 | |1 | FULL/DR |0:00:39 |[172.24.100.2 | [Port-channel
9

12

13

14

15

16

17

18

19

Select Device Data:

System Table > Route Table || Global v
Al Added

Dest Addr Added

Mask

Distance

Metric

[] $raute table

Match Table Column Data:

B Data source

$intf_ip p

4 Data Mapping Conditions:
If

A Software Version

B SelectVariable

Boolean Expression

Then

Overwirte

Add Else

isempty

Test save
Device Data
Route Table
Device Data Key
Alg,
DestAddr

Apply
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There are three methods to map the tables: Overwrite (similar to Left Join of SQL), Stitch (similar to Right Join of
SQL), and Merge (similar to Outer Join of SQL).

Users can define a mapping condition. A simple use case for the mapping condition is: if the source data variable is
empty (the system cannot retrieve the data), do not overwrite the target device data. Also, the user can develop

multiple ODs for one target device data (for example, one OD via SNMP and the other OD via CLI command to set a
device location). And mapping condition can be used to define what condition an OD can overwrite the target device

data.

Open Driver Properties X

Name: = Open Driver 1 Description: | Fix device data accuracy Qualification; Defined @ Test Save
Mapping Result Supporting Variables
B pefine Data source: Define Data Mapping:
+ Add Data Mapping B CliCommand  ~ | show version on Bl-R Retrieve Data Mapping Description:
4 Device Properties TextView Variable View version [Cisco 105 XR] Fix versian data accuracy
Software Version Fllcnon version
2, (3560F Software (C3560E-UNIVERSALKO-M), Version [12,2(S5)SE3] RELEA Match Data Mapping:
http://www.cisco.com/techsupport B Data Source Device Data
-2011 by Cisco Systems, Inc.
$version Software Version

3
4
5 y-11 15:57 by prod_rel_team
6 x@0083000, data-base: OxA2860000
7 4 Data Mapping Conditions:
8

gram is C3560E boot lomder "
9 ot Loader (C356BX-HBOOT-M) Version 12.2(53r)SEZ, RELEASE SOFTWARE (f
10
11 uptime is2 years, 15 weeks, 5 days, 22 hours, 52 minutes, A | SelectVariable -

12 ROM by poner-on

13 is "Flash:/c3560e-universalkd-mz.122-55. SE3/c3560e-universalkd-mz, 12
’ Boolean Expression:

16 ins cryptographic features and is subject to United

17 ountry laws governing import, export, transfer and Then

18 isco cryptographic products does not imply

19 ity to import, export, distribute or use encryption. Overwirte o
Overwrite

Select Device Data: A skip

Device Properties

Hostname

Mgmt 1P

Mgmt Interface

Software Version Adder

Device Type -
Apply

The actions for a single value variable can be Overwrite (assigning the source data to the target data) and Skip (do

nothing).

The actions for a table column variable can be: Overwrite; Overwrite if Source is Not Empty; Merge; Merge if

Source is Not Empty; Skip.

3.5.2 Test OD

OD Editor provides the Test button for the user to test run an OD.
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NetSmain

+ Open Driver - Open Driver 1 Test Save
Q |« R ¢ .
Name:  Open Driver Description: Qualification: Undefine
4 [ suiltin Open Driver
(] B Cisco Mapping Result Supporting Variables | () Define Data Source: Define Data Mapping:
Files
Open Driver 1 Ad Data Magping B cui Command show version on B/R1  Retrieve  DataMapping Description

Open Driver 2 Fix version data accuracy

- B9 Beta Open Driver Device Properties Text View  Variable View wersion [Cisco 05 ¥
bt 8 Shared Open Driver Software Version 1 Sel-Core-3560x-02#show version Match Data Mapping;
2 Cisco 105 Software, C3S60E Softmare (C3SGOE-UNIVERSALKS
B Data source Device Data
3 Technical Support: http://ww.cisco,com/techsupport
4 Copyright (c) 1986-2011 by Cisco Systems, Inc. sversion Software Version
5 Conpiled Thu 85-May-11 15:57 by prod_rel_tean
6 Irage text-bose: BXDYAO3009, dato-bose: @x02800010 4 Data Mapping Conditions.
7
8  ROM: Bootstrap progrom is C3560F boot loader L
9 BOOTLOR: C3560F Boot Loader (C3560%-HBOOT-M) Version 12,
i A SoftwareVersion  ~  isempty ~ W
11 Scl-Core-3560x-82 upkine is 2 years, 15 weeks, § days, Z
12 System returned to ROM by power-on B | SelectVariable ~
13 System image file is “flash:/e3560e-universalkdomz.122-5
14
15,

Boolean Expression:
16 This product contains cryptographic features and is subj

17 States and local country laws governing import, export,
18 use. Delivery of Cisca cryptogrophic products does not i Then

19 third-party authority to import, export, distribute or

20 Irporters, exporters, distributors and users are respons Overwirte ~
21 conplionce with U.S. and local country laws. By using th

22 ogree to comply with applicable lows and regulations, If

23 to comply with U.5. and local laws, return this product Add Else

Select Device Data:
Device Properties ~

Hostname

Mgmt P

Mgmt Interface

Software Version
Map Device Type

vendor

After the user selects a device to run the OD, the system will display the execution logs, showing which data is
retrieved and which target device data is set.

3.5.3 Run OD

After the scheduled Platform Validation (PV) check, all data accuracy issues are displayed in the DAW pane, showing
the error code, error message, and recommended action. Many of these issues will be solved through OD. For
example, the interface column of an ARP table is empty. Without waiting for the NetBrain team to update SD, the
user can add an OD to parse the ARP table correctly and modify the ARP table. After testing the OD on this device,
the user can apply the OD to other qualified devices.

ODs will be automatically run after the corresponding SD in all functions, which will execute SD with one exception,
Discovery. For example, Benchmark, Retrieve the device data, Path calculation, retrieve the system table and NCT
table, Qapp, etc. If multiple ODs are enabled in a device, the system will execute ODs by order of the latest modified
time (the most recently modified OD will be executed first).
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To reduce the frequency to login to a device, the system executes ODs in two steps in the benchmark process:

. Update
Last Benchmark Pre-gualify Result » B':,T: gi:iﬂé)‘[;hﬂjrt rtl:?;;;nﬁ:;f — Execll_‘;';igms} Dg:l‘;e
Data to be retrieved of each device.
e.q.
R1: CLI1, CLI2, CLI3, ...
R2: CLI2, Route Table, ... s Run Pre-qualify
R3: NCT1, NDP Table, ...

1. Retrieve all data on all qualified devices. The system will retrieve all data from the devices qualified for an OD
according to the OD definition.

2. Parse variables and update target data.

3.5.4 Manage OD

The system provides an OD Management interface to view and manage all ODs under domain management. ODs
has three root nodes according to their type:

e Built-in ODs: ODs created by the NetBrain team and will be updated via Knowledge Cloud (KC).

e Beta ODs: ODs created by the NetBrain team and will be updated via KC. V10.1 introduces the concept of
beta SD and beta OD. All beta ODs are not enabled to run by default. The user can test run a beta OD and
enable this OD if the results are satisfying. After a beta OD has been tested successfully with customers,
the NetBrain team will move a beta OD to a built-in OD so that all customers can benefit from it.

e Customer-defined ODs: the ODs created and managed by the customer. The customer can create a new
folder under this root node and create/edit/delete an OD.

The built-in and beta ODs operations are primarily reserved for the NetBrain Platform team. A unique username
and password will be required to enable the operations. Or, the system administrator enables the debug mode to
run these operations, including the import/export, create/edit/delete, etc.
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4 New Foundation Modules

4.1 Google Cloud Visual Management

As more and more IT workloads are being moved to the public cloud like Google Cloud Platform (GCP), operating
the public Cloud like GCP becomes challenging for IT specialists. Even if the automation and agility during the
provisioning process have been greatly improved, it is not the same when it comes to the manageability of the
public Cloud. The main challenges of managing a public cloud consist of the following aspects:

e Lack of visibility: agile provision of cloud resources makes visibility difficult using the traditional manual
method.

e A huge number of accounts and subscriptions: to comply with the security requirements, you may have
many accounts and subscriptions used by different teams. Managing all resources scattered in these
accounts and subscriptions brings a heavy management burden to the team to troubleshoot cloud issues.

e  Multi-cloud and hybrid-cloud environments: East-West Traffic supporting key applications often traverse
physical data centers, SDN data centers, and public Clouds like Google Cloud. You may also have different
public clouds such as AWS, Azure, and GCP to prevent vendor lock-in. As a result, many organizations
bring multiple public clouds into their production use, and you need to understand different cloud
providers' uniqueness.

e Collaboration within different teams and customers: an application that traverses through your network
may involve multiple teams: network team, security team, cloud team, service team, and application
team. When a problem occurs, you may need to involve all related teams to determine the root cause.

The need to have visibility into the public Cloud like GCP becomes critical. Therefore, in V10.1, we have built the
support for GCP consisting of the following areas:

e Auto Discovery: NetBrain can discover Google Cloud resources and update the data periodically by
leveraging the benchmark function.

e Review network data and config with dynamic mapping: As we do for traditional and SDN networks, we
use API to access GCP and provide the data model. You can build the map based on the data model. The
system can periodically retrieve the data from Google Cloud providers and update the data model
accordingly.
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e Map application dependency across the end-to-end network: with the ability to build the data model for
public Cloud, SDN, SD-WAN, and the traditional network, NetBrain can provide you the path analysis
function across the entire network. NetBrain can check the routing table, security group, network ACL for
all the networking objects along the path and display the checking result details.

e SPOG access through cloud-native and 3™ party cloud management tools: NetBrain can display the cloud
infrastructure data via Data View Templated (DVT) from GCP, Azure, and AWS API, display the cloud
monitoring data from GCP Metric and Logs, AWS Cloud Watch, and Azure monitoring. Also, NetBrain can
integrate with the cloud monitoring tools, such as Datadog, Splunk, and Dynatrace, to overlay the
monitoring metrics/logging information on the NetBrain map.

e Automate Troubleshooting with Runbook: The support for Runbook Automation is also expanded to the
support of the public Cloud like GCP. You can build different Runbooks according to different
troubleshooting scenarios and leverage the Automation within NetBrain's entire automation reference

workflow.

4.1.1 Discover GCP Resources

NetBrain uses the GCP endpoint to discover GCP resources via API.

Edit External APl Server X
* Server Name: | 01-GCP Lab
Description: Discovery for GCP Netbrain Lab
* APl Source Type: | Google Cloud v
* Endpeint (QAuth 2.0 Client ID): | 596315864195-hid 7fehcapgnerbbnruqj66t3dvstlis.apps.googleusercor
* Client Secret:
* Organization ID: | 114793346295
* Front Server: | F5_192_168_48_144(192.168.48.144) v
Advanced
Parameter List 1items 4 aAdd
Key Value
Refresh Token ..
Managed Devices: 399
Test Can oK
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Users can run the discovery task manually or schedule a discovery task to discover GCP resources.

Domain Management Tenant: iitisl Tenant  Domain: GoudTest  Opeistions &

Discover

Discover View Historical Result.

Discaver Devices via SNMPICLI

Scan 1P Range Access Moge: | SNMP and SSHTelnet O Discovery Dagr: 2

Stare Discovery

in Fine Tune. please Contact NetBrain.

e o ¢ o6 6 o o o o

Googie YPC Raw. Googe PN Gat Google Coud R Googe Cloug . Googe Frew GosgeLosaBs Googe Farer

36 o

]

The discovered objects are displayed on GCP Network Tree, a hieratical view, Organization > Folder > Project >
VPC Network. Through this tree, you have access to all accounts in a single view.

(] Level 1: Google Organization
- Level 2: Google Folder
. Level 2/1: Google Folder
u Level 2/2: Google Folder
u Level 2/2/.../n: Google Folder
C Level 3: Google Project
u Level 4: Google VPC Network
. Level 5: Google VPC Router
u Level 5: Google Subnet
- Level 6: Google VM instance 1 (Folder)
u Level 6: Google VM instance 2 (Folder)
- Level 5: Google Cloud Router
= Level 5: Google VPN Gateway
- Level 5: Google Cloud NAT
= Level 5: Google Firewall
- Level 5: Google Network Virtual Appliance (NVA)
= Level 6: Google VM instance
- Level 4: Google VM Instance Group (Folder)
- Level 4: Google Network Endpoint Group (Folder)
u Level 4: Google Load Balancer (Folder)
O Level 4: Google Partner Interconnect (Folder)
- Level 4: Google Dedicated Interconnect (Folder)

The network objects are listed based on their hierarchy, for example,

e The subnet is listed under the associated VPC Network.
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e VM Instance is listed under the connected Subnet.
e Load Balancer is a logic object connected with different VPC networks in multiple regions under the project.
e Interconnect is not associated with a specific VPC Network, so it is under the project.

nNet3rain X | € Path | Teace
Network 8 % x O -~ « Stencils | |
+ Decision Tree
tegory View
v Network View v =
Q
Files A
b 4] 01-GCP Labi1)
site 4 (D) Org: netbraintech.com(10)
b & Project HQ-1(4)
b & Project: My First Project(d)
0 O
b & Project: My Project 65221(4) @
4 & Project: NetBrain GoogelCloud Ser Pro 5(7)

central-vpc- hub fIFEWa”(
[ s VPC: defauli(6090870125544969174)(30) P gcp-router-| b[90709’|732686

Google F\ iweH
4 <3 VPC: europe-central-hub-vpc(7442057383647796191)(8) Goagle cgua Rawter
23 VPC Router: europe-central-hub-ypc-router(7442057383647...
£ Firewall: europe-central-hub-vpe-firewsll(744205738364776...
4 7 Subnet europe-central-subnetleurape-cantral2)(499357784... 0

] VM: surapecentralhub-vpc-sneti-vmi (3646130618463542... G\ \ o
% Subnet: surops-north-subnetisurope-nerthl)(98406863524... vpc-hub- . 3\

chicago-zone2-cgeil02(798...

central-vpc-hub-router(51.. ( MPLS
|
 Subnet: inte-hitps-load-balancer-subnet(europe-west1)(386... Google VPC Router Google Partner Interconnect L
|
% Subnet: private-service-connect-subnet(eurcpe-north1228... ATT_MPLS
s MPLS L3 VPN

i Cloud Router: service-pro5-to-ser-prod-cloudrouter(145494..,
<

+{ Cloud VPN: service-pro5-to-ser-prod-vpn(434441706932310...

172.18.3.0/28
b > VPC: europewestvpe(5800148140080567386)(8) subnet-1(8619392693548548629) chicago- zonet- Eg:”m (788...

\
Google Partner Intercennect
VM Instance Group

Network Endpoint Group 450
Load Balancers 6 %}
Partner Interconnect BUR-R206-Forti200F-1_(Dem...

I & Project: NetBrain GoogelCloud Sta Prof(6) central-vpc-snet1-vm1(641... gep-router-a(336479713087... 192.168.0.100
1721832 Google Cloud Router Fortinet FortiGate Firewall

4 & Project: NetBrain GoogleCloud Host ProT(14) Congie Vel trachine

|« VPC: asic-upc-spoked(B531609223824012810)(12)
b« VPC: central-vpehub(5165306242222362136)(24)
3 VPC: csr1000v(364265525438175723)(5)
b < VPC: csrl 000w-1(825791 574758 1355599)14)
b <3 VPC: default(763425967968754815)(30)
b« VPC: eastvpe-spoke (3628481884885811406)(3) o

You can click an object from the network tree to view its detailed info, and the hyperlink will bring you to the GCP
page for this object.

4.1.2 Map GCP Resources

There are different ways to map a GCP resource: open a context map of a resource from the Network Tree, search
a resource via its IP or ID, and map it from the research results. You can extend neighbors of GCP resources like
the on-premises network devices.
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4.1.2.1 GCP Context Map Examples

A VPC Context Map demonstrates the Network reachability of a VPC Network:

NetSraini @ Pah | Trce

! Stendis | OveralHeath Map Aciens | ® -

VPC Network: eurape vpc s

31140619
PC Newwark: europe vpc-spoke5(690020111706938044x4) o

A subnet context map shows the virtual machine instances connected to the subnet within the VPC network.
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L @ Pan | Trace

Subnet: subnet-1(us-centrall KB619392693543545629)

Overall Health  Map Actions |

* Stencils

g

central-vpc-snes

multintf-vm{453445506646.
17218483

ssenine

central-vpe-hub-router{51.

A VPN Gateway context map shows the relationship between Google Cloud and the on-premises network. The IPsec
VPN connection between the VPN gateway and the on-promise edge device will be displayed. Also, the link for BGP

Session between the Cloud Router and the on-premises edge device will be displayed.

Q@ run | e
Cloud YPN: netbrain-cloudvpn-gatewey(7370096210 « a - I Stencils | OverallHeslth Map Actions | H = + 0

Context Maps Deice Details

& Cloud VPN: 2 Topslogy
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Google VPE o
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4.1.2.2 Hybrid Network Topology Map

Users can drag and drop a public cloud object or an on-premises network device on the map and extend its
neighbors to map the connections between a public cloud and an on-premises network. Currently, we support the
connection topology map and live path calculation between Google Cloud and On-Premises Network via
Partner/Dedicated Interconnect, HA/Classic VPN Gateway, and Network Virtual Appliance hybrid solution.

Decision Tree

netbrain-<loudvpn gatenay.. o

Cloud VPN
(HA)

Cloud VPN

]
i
'
H
'
¥
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'
H
'
H
'
H
'

(Classic) LS H
'
H
'
H
i
'
H
'
'
'
'
'
'
'
'
'

'
'
'
'
'
'
'
'
'
i
'

car1DODv-firewal| 3642655,

£ Network Virtual |z
|z Appliance %
P )
{fnll.-mrl

.

far Google Claud Inerne.

4.1.2.3 Search and Map

You can search a public object with its name, IP address, or ID to identify where the resource is located and
create maps based on the search results.
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&« C A Notsecurs | 192.168.48.152/desktop.html NQ‘BI'UIH X € Path | Trace

NetSrain X | €@ Path | Trace Search Results(65) M

Search Results(80) v E — ~ [ Device (1/1)
~ [ Device (777) - © cenwalvposnetiov..  Site: Unassigned
1 Interfacs 012 Neighbors
Files
. 0 central-vpc-hub-ro... Google Virtual Machine
8lnterfaces 713 Neighbors 0 L2 Neighbors .
Files a ~ Site (1/1)
Google Cloud Google VPC Router =
Site
* 5 My Network
— © cenvabvpchubro.. B Device Count: 316
Sinterfaces 413 Neighbors 0 L2 Neighbors enwork 1 Matched Devices: central-vpe-snect -vm1(5415048658050058637)
@ Google Cloud Google VPC Router
9 ~ Map (1919)
letwork -
Path s . .
© EoroEEs R, 03-GCP Intra.VPC 1Pvd Traffic Denied By Implied Deny Ingress Rule 2 (Failed)
o? 10Interfaces 813 Neighbors 0 L2 Neighbors . Pages:1 Editoritonytong  Last Updated: 8/28/2021, 6:39:06 PM
Path Gocgle Cloud Google VPC Router - Matched Page: Page 1 central-vpc-snetl-vm 1(B415040658050058637)
un
plate

2  02-GCP Intra-VPC IPvé Traffic Denied By Implied Deny Ingress Rule 1 (Failed)

' © cenalvpehubro.. @ 1)

Pages:1 Editor: tonytong  Last Updated: 8/28/2021, 6:37:07 PM

54 Inte 8013 Neighbors 0 L2 Neighbors
emplate.
Goagle Cloud Google VPC Router B Matched Page: Page 1 central-vpc-snet!-vm 1(6415849658050058637)
s -
& SR, 06:GCP Intra-VPC Allowed by Ingress Firewall Rule Matching Default IP Ran..
— Pages:1 Editor:tonytong  Last Updated: 8/20/2021, 7:42:03 PM
frane=

Matched Page: Page 1 central-wpc-snetl-vm1(6415040658950058637)

08-GCP Inter-VPC Denied by Firewall Implied Deny Ingress Rule (Failed)
Pages:1 Editor: tonytong  Last Updated: 8/28/2021, 7:51:23 PM

Matched Page: Page 1 central-vpc-snetl-vm1(64150408658950058637)

4.1.3 Application Path for Hybrid and Multi-cloud

The path function has been extended to GCP. The system supports end-to-end path calculation in a hybrid and
multi-cloud environment, and you can analyze the traffic flow between two endpoints.

A GCP VPC Network consists of IP range and subnets. It may also have cloud-native networking services such as VPN
Gateway, Cloud NAT, Cloud Router, Cloud NAT, etc. NetBrain creates a VPC router for each VPC to simulate the
routing and security check function. The GCP subnet is visualized in NetBrain's dynamic map via the LAN media
concept so that you can view the different networking objects and understand how they are connected. VPC peering
is also supported with the peering ID displayed on the map.
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4.1.3.1 Traffic across GCP and On-Premises Network

There are different ways to connect an on-premises network to a GCP VPC Network:
¢ VPN Gateway Connect

VPN Gateway securely connects your peer networkto vyour Virtual Private Cloud (VPC) network through
an IPsec VPN connection. Traffic traveling between the two networks is encrypted by one VPN gateway and then
decrypted by the other. NetBrain supports visualizing the topology and path of VPN Gateway as well as the following
data tables:

v" Google Virtual Route Table
v" Google Cloud VPN Tunnels Table

¢ Partner/Dedicated Interconnect

Cloud Interconnect extends your on-premises network to Google's network through a highly available, low latency
connection. You can use Dedicated Interconnect to connect directly to GCP or use Partner Interconnect to connect
to GCP through a supported service provider. NetBrain supports visualizing the topology and path of
Partner/Dedicated Interconnect, as well as the following data tables:

BGP Advertised Routes Table

Google Partner Interconnect Physical Connections Table
Google Partner Interconnect VLAN Attachment Table
Google Virtual Route Table

AN N NN

e Network Virtual Appliance (NVA)

NVA can be loaded with any vendor's virtual machine (VM) images to support networking, security, and other
functions. NetBrain supports visualizing the topology and path of the VPN Tunnel connection between GCP NVA
and On-Premises edge devices.

The following diagram demonstrates the path between GCP and the on-premises network, connected by the
Interconnect, VPN, and VNA.
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The following diagram shows the traffic through an example of VNA, a Cisco CSR 1000v Cloud Services Router,
which provides a cloud-based virtual router deployed on a virtual machine (VM) instance on x86 server hardware.
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4.1.3.2 Hub-Spoke Network

The Hub VPC Network in GCP acts as a central point of connectivity to your on-premises network. The spokes VPC
Network has peer with the Hub. Shared services are deployed in the Hub, while individual workloads are deployed
as spokes. The following path shows that the Hub provides a shared Interconnect resource for all Spokes VPC
networks to visit the on-premises devices.
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4.1.3.3 VPC Network Connect

You can connect VPC networks with VPC peering or a VPN connection. NetBrain supports visualizing the topology
and path of inter and intra VPC networks, as well as the following data tables:

AR NEL NI AR NN

Google Virtual Route Table

Google VPC Endpoint Group Table

Google VPC Instance Group Table

Google VPC Instance Group Members Table
Google VPC Peering Table

Google VPC Routes Table

Google VPC Subnets Table

The following path demonstrates VPC network peering, which connects VPC networks so that workloads in different
VPC networks can communicate internally. Thus, the traffic stays within the GCP and does not traverse the public
internet.
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The following diagram demonstrates the path through an IPsec VPN connection. Traffic traveling between the two
networks is encrypted by one VPN gateway and then decrypted by the other, protecting your data as it travels over
the internet.

WPC Network Z

brastd-choudrcutar 6
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4.1.3.4 GCP Firewall Policy/Rule Check

NetBrain checks the GCP Firewall Policy and Rule while discovering the path through GCP objects. You can have a
setting to bypass the Security Policy and Rule check. The following data tables are supported:

v" Google Firewall Policies Table
v" Google Firewall Rules Table
v" Google Virtual Route Table

4.1.3.5 GCP Load Balancer

GCP Cloud Load Balancing is a fully distributed, software-defined managed service. NetBrain supports visualizing
the topology and path of both External and Internal Load Balancer, as well as the following data tables:

v"  Google Load Balancer Backend Table
v' Google Load Balancer Forwarding Rules Table
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v" Google Load Balancer Host and Path Rules Table
v' Google Virtual Route Table
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4.1.3.6 Shared VPC

GCP Shared VPC allows an organization to connect resources from multiple projects to a common Virtual Private
Cloud (VPC) network to communicate with each other securely and efficiently using internal IPs from that network.
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4.1.3.7 Cross Multiple Projects or Organizations
NetBrain supports visualizing the topology and path of the resources crossing multiple projects or organizations.

The following diagram demonstrates the path through Service Project 1 and Host Project.
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4.1.3.8 Path across Multi-Cloud

NetBrain supports visualizing the topology and path across different public Clouds such as AWS, Azure, and GCP.

4.1.4 SPOG with Cloud Native and 3" Party Management Tools

Data view (DVT) allows you to monitor various public data in the NetBrain environment. There are two kinds of
data that the system can visualize:

e Public Cloud Infrastructure Data: the basic information of cloud operational status, routing/security, tag
information, etc.
e Cloud Monitoring Metrics: the monitoring metrics from the cloud-native monitoring tools.

For example, the built-in GPC basic info DVT displays a GCP resource's basic information or properties. The different
types of resources have different types of properties. For example, project ID, Project name, VPC ID, and VPC name
for the Google Firewall; subnet auto-creation, MTU, and routing configuration for the Google VPC router.
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Visualizing data from 3™ Party cloud management tools enables NetBrain dynamic map to render a complete view
of your cloud infrastructures. The integration with 3™ Party cloud management tools is customizable, and NetBrain
can integrate with any cloud management tool to suit your specific needs. An example is an integration with the
Datadog: the system collects and analyzes the GCP firewall rule logs from Datadog and displays the results on the
map. This integration can help find the history of a firewall rule and trace down any mistakenly deleted firewall
rules.

4.2 IPv6 Network Support

V10.1 adds the support of the single-stack IPv6 network, including the discovery of IPv6 only network devices,
L3/L2 topology, and mapping.

4.2.1 Discover Device based on IPv6 Address

In V10.1, the discovery functionalities have been improved to support the discovery of single-stack IPv6 devices,
including:
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e Discovery via Seed Routers: supports the input of both pure IPv6 address and mix of IPv4/IPv6 addresses
Note: This release does not support the neighbor walking of IPv6 address discovery.
e Scan IP Range: supports the input of both single IPv6 address and range of IPv6 address.

Note: The IPv6 network segment must be specified by the mask, and the mask must be less than or equal
to the 104-bit mask).

Other discovery related improvements of IPv6 support includes:
1. Support IPv6 Address in Do Not Scan Definition:

e Supports entering both IPv4 and IPv6 subnets into a Do not scan list when defining Do Not Scan based on
Subnet.

e The input IP address format (IPv4 or IPv6) can be automatically identified.
e The input subnet mask range supports dynamic change.

€} List the IP address, subnets or device types you do not want to discover via Telnet/SSH/SNMP/AP|

Oltems 4+ Add 2 Import [3 Export 4Selected Select All Clear ] Refresh
IP ar Subnet Description Source Technology Device Type

o 2001:0:3238:DFE1:63:F.. All Technologies 3Com Switch

A10 Load Balancer

APC

APCUPS

ATT VPN Gateway

AVI Controller

AV Service Engine

AWS Application Load Balancer

AWS Classic Load Balancer

AWS DX Gateway

AWS DX Router

AWS EC2 Instance

AWS Egress-Only Internet Gateway

AWS Gateway VPC Endpoint

AWS Interface VPC Endpoint

AWS Internet Gateway

AWS NAT Gateway

AWS Network Load Balancer

AWS Transit Gateway

AWS Unattached Network Interface

AWS Virtual Private Gateway

2. Support IPv6 Address in Network Definition: Network Definition allows users to manually define the device
type and driver used by an IP address range when the device type and driver device cannot be accurately
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identified through SNMP. The definition of IPv6 is supported in the IP address range, which is consistent with
the IP range specs in Discovery.

Associate Device Type and Driver

1P address range: | e.g 10.10.10.1; 20007:1;
Device Type: | 3Com Switch

Device Driver: | 3Com-HP Comware Switch

Cancel

Advanced Options for Discovery: Some Advanced Options (neighbor walking) do not support IPv6 in this
release.

Advanced Options

Run additional operations after discovery
SNMP/CLI Discovery Options
Retrieve device/madule/interface information

CLI forced timeout: 600 seconds

Discovery Methods via Seed Router %o
Use NDP to discovery neig pa not support IPVE
Find routing protocol neighbor via SNMP
Uise CLI routing table to discaver next-hops
After Discovery via Seed Router %
Scan destination subne Do not support IPvE
Scan all connected subnets

Minimum mask bits: 24

Canceal Yes
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4. Import IP List Template: a download template file menu and a template file are provided for user reference.

4.2.2 Topology Improvements

IPv6 L3 topology has been improved, with additional support for the following network technologies:

1. VRF

The VRF configured on the interface with an IPv6 address configuration will be parsed and applied to the IPv6 L3
topology calculation. When multiple interfaces are configured with the same IPv6 address prefix, and some of these
interfaces are configured with the same VRF, a LAN media with the VRF name will be used to connect these

interfaces.

O e0/12020:60:60/64 - ﬂ}
i i - 0/2 2020:60::61/64
2020:60::/1

R-vrftest
10.1.1.248
Cisco Router

R_IPv4
101121
Cisco Router

2. Secondary IP

When multiple IPv6 addresses are configured on the same interface, IPv6 L3 topologies will be created for these

IPv6 addresses, respectively.

202050./64
VEE: test Revrftest
& 1011248

ﬁﬁ e0/1 2020:60:60/64 - o
£0/2 2020:60:61/64 ia

R_IPvA
101121
Cisco Router

s Cisco Router
i
&

VRF: test
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3. IPv6 over IPv4 GRE tunnel
Support IPv6 over IPv4 GRE tunnel technology for IPv6 topology.

4. HSRP/VRRP/GLBP

If an IPv6 address is configured with First Hop Redundancy Protocols such as HSRP/VRRP/GLBP, the specific protocol
name, group ID, and virtual IP address on the LAN media connecting these interfaces will be displayed.

10.1.1.234
Cisco 105 Switch

(]

HSRF 1 (feB089, 2020:11:83)

4.2.3 More Built-in Data to Support IPv6

The following built-in data have been added to the NetBrain platform to facilitate the subsequent data analysis and
better support the IPv6 related functionalities:

# Data Table Description Improved Status

1 Route Table Add a new NCT table: IPv6 Route Table. Only support data
retrieval via CLI
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2 CDP Table Add two more columns to the existing CDP table
to retrieve Global IPv6 Address and Link Local

Only support data
retrieval via CLI

Global Address, MAC address, Interface, Vlan,
Private Vlan, Age, State, Time Left.

Address.
3 Neighbor Discover Provide a separate IPv6 neighbor table for IPv6; | Only support data
Table the columns resolved by NCT are: Type, IPv6 | retrieval via CLI

4 Interface Information Add the additional command of the IPv6 interface
to analyze the IPv6 interface related information
when parsing the config file.

Only support data
retrieval via CLI

4.2.4 More Functions Supporting IPv6

1. Share/Private Device Settings: the device management IP supports IPv4 and IPv6.

Apply shave saitings i device grous: — AllDevice —

2. Change Management Login Settings now supports IPv4 and IPv6.
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Change Management Login of ABCCR-CBR

Management IP: | 10.9.0.33

Telnet/SSH Settings

Access Mode:  Telnet

Username: | test

Password:

Privilege Username:

Privilege Password:

[ Apply above settings to device group:

Tune

—All Devices—

Available Username v

Cancel

Submit

3. Batch Tune: the management IP in both Tune Live Access Settings and Tune Private CLI Settings now supports
IPv4 and IPv6. In addition, the management IP in the Ul supports the display of IPv4/IPv6 address format.

Tune Live Access

abilicy of lve devices using the.

@ Al Devsces Devica Groups

= Device Name Management [P
@ TEsm2 oaorans
@ TSR3 202022229
202060:80
1153z
2 158375
8 P ForsGeen 150376
aws
a @ 137

B Furkes:

@ R

e

am

8 e

& swn

& swn

& swa

& swe

erwork Sectings.

Start Tuning % Optians () Network Sestings

Managemens inerface . Ping SNMP RO SysObjecciD Telneu/SsH
Failed

s 135141263611, Succeeded

s 136141263611, Succeeded

b 1361411235610 Succeeded

b 13.6.1.41.25461.23 Succeeded

Login

Succeeded
Succeeded

Succesded

Succeeded

SNMP Hosiname.

Unchanged
Unchanged
Unchanged
Unehanged

19lems

Vendor Model Frons ServeriFrans Server Group..

FS1(10.10.3484)
F51(10.10.3484)

FS110.10.3484)

Jumiper B220048:  yanglinfs{192.168.30.53)
Joniper BON048  yanglinfs{192.168.30.53)
fwi20C yanglinfs(192.168.30.53)

Paia Alte Mewwar Pale Alto Firewal yanglinfs{192.163.30.53)

4. Fine Tune: the following functions of Fine Tune also support the IPv6 address format.
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Function

Description

Unknown IP

Unknown IP supports IPv6 address format.

Discovered Device

Management IP supports IPv6 address format.

Missed Devices

Management IP supports IPv6 address format.

Discovered by SNMP

Management IP supports IPv6 address format.

Unknow SNMP SysObjectID

Management IP supports IPv6 address format.

Unclassified Network
Devices

Management IP supports IPv6 address format.
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5 Collaborative Troubleshooting Enhancements

5.1 Personal Map Copy

In previous versions, one map could be edited by multiple users concurrently. However, only the map owner can
save the changes on the map. Multiple users may operate simultaneously on a shared map such as the site map
while troubleshooting the same problem. The limitation that only the owner can save and share the changes in a
map can hinder team collaborations.

IE v10.1 introduces the Personal Map Copy function to facilitate better collaborations. Users can create a personal
copy of a shared map (the master map) that they do not own. Then, users can save a personal copy and share their
findings and changes with others without altering the master map.

Personal Copy can help two types of collaboration:

e Real-time collaboration: user B saves a map owned by user A as a personal copy and shares this personal copy
with user A. User A can see any changes and actions user B makes in this personal copy.

@ ]
mo mo
‘ Open a master map ‘

'

Share Map to B

Open Map
View the master map only

Y

Y

Open B's personal map | | Save as a personal map
See the runbooks |

Y

| Switch to master map

I

Continue to work
based on findings of
B's personal map
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o Non-real-time collaboration: users create their personal copy maps from a shared site map.

h 4

Open a site map

Y ¢
Create a persaonal map Create a personal map Create a personal map
Y

h 4 Y
Mazake some changes
and save

Make zome changes

Mzake some changes
and szve

and save

Open the site map

Ses the personal maps

5.1.1 Create Personal Copy

Users can save any map as a personal copy with the Save as My Copy operation. He can select Current Page or All
Pages for the personal copy. After the personal map copy is generated, changes can be made to this copy without
impacting the master map.
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£I Northern Core... (CLs Copy)~ > Page 1~ [ Summary
1 Northern Core Map{Master) ~ [View Only] Page 1+

Master Map Runbook
Master Map Runbook L e
Online -
) Carrie Liu's Copy
Online -
Save as My Copy =

Copy Page:

@® Current Page [Page 1)
(O All Pages

Write summary here...

Cancel OK

5.1.2 Switch Map Copy

Users can browse other users’ copies of a master map. The personal copy shows the owner’s initials (Avatar) and
the status (whether the owner logins to the IE system).

A i

¢u Morthern Core ... (LS's Copy) +~ Page 1+ E Surmmary

Master Map Runbook

L
Online

Leo Shen's Copy -
Online

o Carrie Liu's Copy
Offline

.F-' Kelly Decuplic's Copy

Offline -

Save as My Copy
by i
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5.1.3 Auto Refresh

Auto Refresh will be available to users when the current map (can be the master map or the personal copies
owned by others) is opened in View-Only mode, i.e., the user has no editing right to this map.

Refresh Settings

Content:

(@ Refresh All (Map & Data View) @

(O) Only Refresh Data View @

‘) Auto refresh every (10 minutes

Cancel

Open a view-only map and enable Auto Refresh. Then, any changes by other users on the map will be
automatically synchronized to the current view-only map. As a result, users will view the latest version of the
map.

Users can configure the refresh settings:

o Refresh All (Map & Data View)

This option means reloading the latest saved map first and then reapplying the data view last selected in the map
when refreshed.

e Only Refresh Data View

This option means reapplying the data view currently selected in the map when refreshed. For example, if the map
owner drags and moves devices on a map to change the map layout or zoom in/out the map, the view-only map
layout remains unchanged when refreshed.
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5.2 Reference Map Enhancements

In the previous versions, users can create maps associated with NI, path, site, device group, and other types of
objects. These maps are not standalone and can only be accessed from hosting objects. These maps cannot be
shared across features, so users must copy the original map. These hidden maps can be divided into two types:
Function Map, created with functions like Site, device group, NI, and Path; Reference Map, referenced by Path, NI,
and member Nlis of a NIC.

V10.1 provides two main improvements:

e Allow any common or function map as the reference map by Path, NI, and member NI.
e Browse all common maps and function maps in a central place.

The mainly function/reference map types are listed as follow:

Function Map Type

Standalone Map Common map
Site Map Function Map
Device Group Map Function Map
Network Intent Map Function Map and Reference Map
Path Map Function Map and Reference Map
Intent Cluster Member NI map Function Map and Reference Map

5.2.1 Function Maps Dialog

A central dialog, Function Maps, is provided for users to open all common, function, and reference maps.
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NetSraln | Searh for device configuration Search incdent.. @ ) A 0slabbomain 1 ‘@

Files > Desktop 5 F X
b B Desktop o}
b B9 Private Type  Mame Modified Date
b [ Shared with me & Files 2021/741 9:30:11 AM
> W9 Public W New Folder 2021/9/511:31:12 AM
0 Incident Files
Function Maps >
Map Type: Q
. Common Map. 410 Folder 1
*. Site Map . EIGRP Check for HP
% Device Group Map . EIGRP Check for Cisca
Path Map -~ EIGRP Check for Avaya
Intent Map M Application 2

Member Intent Map

Open

o Function Ma 6:

Select a map type in the left pane, and all maps for this type will be displayed in the right pane. The maps are
organized in the folder structure for the common, device group, and NI maps and the site tree for the site maps.

The path maps are displayed under the Applications, and the intent maps of NIC’s NI members are under each
NIC.
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Select Map x Select Map >

Map Type: i Q Map Type eoret Q
. Common Map 4@ Application .. Common Map 4 [0 Health Check
“. Site Map <. BOS Confluence Lo Site Map b 4 BGP Check for Cisco
. Device Group Map <. Online Music Application %, Device Group Map 4 o EIGRP Check for Cisca
Path Map o Bl Email Traffice Path Map . HSRP Check 1
Intent Map b @ Qos Intent Map . HSRP Check 2
Member IntentMap |, @ Untitled Member Intent Map . HSRP Check 3
<. HSRP Check 4
. HSRP Check 5

4 HSRP Check for Cisco
b 0 Shared Network Intent Clu...

1 B My Intent Cluster

tent: EIGRP Check for ¢

Path: EIGRP Check for Cisca

Cancel oK Cancel OK

The system will automatically create the map if a user selects a device group map or a site map not generated yet.

5.2.2 Set Reference Map

V10.1 makes two enhancements for the user to set a reference map for the path and NI:

e The function maps dialog is used to select a map for the reference map of Path, NI, member Nls of NIC,
and Incent map.

e In earlier versions, when a map is set to be a reference map, the system makes a hard copy of the master
map, and these two maps are totally independent and need to be maintained separately. V10.1 provides
an option to allow a reference map is associated with the master map instead of a hard copy.
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5.3 Site Map Enhancements

A site is often connected with other sites, and it will be helpful to show the detailed border link information in a
site map. Currently, only site member devices are drawn on a site map.

In v10.1, users can add more devices to a site map, such as the linked neighbor devices. A feature, Add Additional
Devices for Map, is added in the site definition and devices. These additional devices will not be removed from
the site map when the system benchmark task automatically updates site maps.

B)_core 3530 =

© linked neighbor device
ﬁ’ insite "BL_2"
" wm — e L (M
// \
F Lo
. Site
B-Rz
nadiose 8L
e

Additional devices for a map only affect the mapping functions, and all other functions will not consider these
devices as site member devices) such as inventory reports, searches, etc.

5.4 Smart CLI for MAC OS

The Smart CLI for Mac OS is added, with the same functions as the Smart CLI for Windows.

Using Smart CLI, network engineers can intelligently analyze the CLI output, automatically document the
troubleshooting activities, and effectively collaborate with a team of co-workers.
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6 Other Enhancements

6.1 KC and Auto Update Enhancements

With the newest enhancements in Knowledge Cloud (KC), delivering platform resources to customers requires less
manual work. Additionally, In V10.1, more resources are included in platform resources, such as Open Driver and
platform validation rules. Thus, customers can leverage more up-to-date resources than before.

The platform resources that can be updated automatically includes:

e Resources to create and maintain automation assets, such as FIT, Visual Parser, Guidebook, etc.
e Resources to verify/fix data accuracy or maintain the system’s essential functions, such as Open Driver,
platform validation rules, system driver, device type, etc.

6.1.1 Enhancements in KC

e Online update resources

In previous versions, KC has no direct connection with the NetBrain system. So NetBrain system
administrator must download the software package from NetBrain Customer Portal and manually upload it to the
system. In V10.1, the IE system will be connected to KC through License Server, allowing resources to be
downloaded and installed to NetBrain IE and reducing the manual work of downloading and uploading the software
package.

e Enable auto-download and auto-install resources
Users can decide whether to download and install the resources automatically.

Proxy Manager Front Server Controllers Email Settings Advanced Settings System Update

Current Version: 10.1.0.0 @

Autornatically check the latest version Check Update Now

Download and Install Placform Resources Automarically €
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e Users can discard the uploaded version for framework components, even if the update has been

scheduled.

6.1.2 Full Resources Updates

By enabling the Download and Install Platform Resources Automatically option, full resources will be updated,
i.e., all types of platform resources will be downloaded. The full resources update is incremental, i.e., only new

platform resources will be downloaded.

6.1.3 The List of Resources

The platform resources that can be auto updated and downloaded via KC:

Qapp

Gapp

Runbook Template

Data View Template

Parser Library

Driver

Device Type

Device Icon & Picture

Topology Link Type (IPv4, IPv6 etc.)

Resource Name

GDR Properties

Tech Spec

Media Type

API Plugin

SPOG URL

Visual Space

Vendor Model Table

Global Python Scripts (Built-in)

Variable Mapping & Global Variable

Golden Baseline Dynamic Analysis Logic

Interface Type (Interface Name
Translation)

Default Date View Template

Object Tree Template

NGSystem. Technology License Definition

Multi Source Mapping

Domain system settings

Cloud type

FIT (Feature Intent Template)
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Generic Schema (Including Generic SSchema Icon) Platform Plugin Full CLI Command
CLI Command Template Beta Driver PV File

Open Driver / /

6.2 License Enhancements

In V10.0, the License Model is divided into three sub-modules: Foundation, Network, and Function. The Foundation
Module is for the traditional network devices, while the Network Module can be further divided into various
emerging network technologies. Each Network Module has its own independent license counting method. The
license of network modules cannot be converted in V10.0, which is inconvenient for the customers migrating from
the traditional network to the new technology such as the public cloud.

V10.1 introduces the following improvements:

e  Provide a new Universal Node License, allowing users to convert between Foundation and Network
modules according to a defined ratio. The Universal Node License will coexist with the Separate Module
License.

e Improve the IBA license, allowing users to use the corresponding functions up to many times without
purchasing IBA. This enhancement can speed up the adoption of PDAS.

6.2.1 Universal Node License vs. Separate Module License

The Universal Node License will coexist with the Separate Module License, although one system can only have one
license model.

e Separate Pool License Model: This license model in 10.0a remains unchanged.

e Universal Node License Model: The customer does not need the separate Network Modules under this
model. Instead, Network Modules will be converted to the universal nodes according to a specific ratio.
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Separate Node License Pool Universal Node License Pool

User Purchases Foundation and Network Module Node License Separately User Purchases Universal Node License

Legacy ‘WAP NSX ACI AWS Azure
(bynode)  (bynode)  (by CPU) (by pori) (yVPC)  (by VNeD) Total Nodes

Each Technology Has Self Pool All Technologys have a Univeral Pool

I I WAP | | | Azum -
NSX ACI AWS

Each chno@hasgﬁnsfer&ode Ré& K
saure ]
Legacy WAP

Legacy WAP NSX ACl S
[0} (0.33) (5) (0.5) (8.33) (8.33)

FRRE

Azure

Legacy WAP NSX Acl AWS Azure

6.2.2 IBA License Adjustments

To speed up PDAS adoptions, V10.1 adjusts the IBA license as follows:

There are no restrictions on NI/NIC creation and viewing of NI/NIC history.

NI/NIC execution (both manually and triggered via API, including running NI inside API stub) will be
metered daily per domain. The system will stop executing NI/NIC after a certain quota, and the customer
needs to buy the IBA license to run NI/NIC without any limitation.

Users can switch to weekly usage metering instead of daily metering.

Preventative automation does not need the IBA license, including 1) Define AM probe; 2) View Trend
chart; 3) View IBA dashboard.

6.2.3 Function Improvements for IE

V10.1 supports switching from Separate Pool License mode to Universal Pool License mode, and the functions and

the relevant Ul are adjusted accordingly, including the system license page, license assignment page, license

usage page.
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Current Domain: Initital  Select Domain Domain Management
Automation Usage License Usage Damain/System Health

Node License Usage cense Details Device Health Report

- Legacy Network: 1600 nodes
& 113 Router &l 397 L3 Switch ' 43 Firewall g 1 LAN Switch
B oloadBalancer [ © WAN Optimizer

+ Cisco ACI Ports: 1800 ports (Equibalent 900 nodes )

+ WAP: 1500 devices ( Equibalent 500 nodes)

ELEI NIRRT Out of license 37 Times

Max Concurrent User Logins in Current Damain / System

30/145 69 /208 45/ 150
Last 30 days Last 7 days Todey

= 200 Seat Licenses used in current domain, 200 out of 200 used in the entrie system

Feature License Usage

- Change Management Module: Purchased
* App|iLe|ian Assurance Module: Purchased

- Intent Based Autamation: Free Quata (dally quota = 50)

Valued Customer Since 08/2%/2019

6.2.4 Discover Devices Exceeding Licensed Nodes

Users often do not know how many devices are in their network and do not purchase enough nodes. V10.1 allows
users to discover more devices than the licensed nodes. The devices exceeding the license are listed separately
and cannot be mapped and participate in other functions. The user can configure how many more devices are
discovered in the Advanced Setting of Discovery.
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Advanced Options

covery Depth; 30
SNMP/CLI Discovery Options

IMport 1P List w
Retrieve device/moduledinteriace information

CLI forced timeout: | 500 seconds

Discovery Methods via Seed Routers

Use NDP to discover neighbor devices
Find routing protocol neighbaor via SNMP Start Discovery
Use CLI routing table to discover next-hops
After Discovery via Seed Routers
Scan destination subnets
Scan all cannected subnets

This ratio contrel the max number to allow discover more

Minimum mask bits: 24 devices to Device Exceeding License Table. 0 will stop
discover when the discovered devices number equal the
license limit.

The discoverd device exceeding license ratio: 100 %0

Cancel oK

6.3 Discovery, Benchmark, Live Access, and Fine-Tune Enhancements

6.3.1 Discovery Enhancements
V10.1 made the following improvements on discovery:

e When the system fails to retrieve the device configurations via CLI, the Configuration column is displayed as
Failed instead of Succeeded via SNMP in the device log.
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Device Log X

Current discovered devices are listed Canrcd Q [3 Export X3 Refresh
IP Address Hostname Discovery Source Configuration Retrieval Ping SNMP H
-

10.1.1.250 Via 10.1.1.254 Failed Failed

10.1.1.249 Via 10.1.1.254 Failed Failed

10.1.1.248 Via 10.1.1.254 Failed Failed

10.1.1.22 Vis 10.1.1.2 Failed Failed

10.20.2,185 Via 172.16.8.62 Failed Failed

10.20.2,189 Via 172.16.8.62 Failed Failed

10.1.1.37 77505R12 Via 2020:1111:abcd:ef2... |Succeeded via CU Succeeded  aws-csri0..

10312 IPvéLab-R_IPv4 Via 10.1.1.2 Succeeded via CUI Succeeded  aws-csr10..

10.168.128.10 Hull-SW-01 Via 10.168.128.10 Failed Failed

10.1.1.10 I1Pv6Lab-R7 Via10.1.1.9 Succeeded via CU Succeeded  AuthPrivit.. =
‘ »

2022-03-23 11:31:38 Retrieving [10.1.1,2]'s Hostname Vendor and Model via netbrainfs{192.168.30.51); Succeeded
2022-03-23 11:31:38 SSH to device 10.1.1.2 via netbrainfs(192.168.30.51)

2022-03-23 11:31:39 SSH to device 10.1.1.2 successfully via netbrainfs{192.168.30.51)

2022-03-23 11:31:39 Return from Device:[IPvELab-R_IPva#]

2022-03-23 11:31:39 Sending “terminal length 0" command

2022-03-23 11:31:39 Return from Device:[IPvELab-R_IPva#] v

Fine Tune

e The columns in the device log are reorganized for better display.

Device Log in Previous Version

| IPAddres.  DiscoverySource  Ping SNMP Hostname  DeviceType  Vendor Model TelnevSsH  Login [ jon Retieval  Front Server Group  sysObjectl...
Device Log x
Current discovered devices are listed ) ) p— ( '\ [3 Export ¥ Refresh
Device Log in V10.1
IPAddress  Hosname... Discovery Source... Configuration Retrieval . Ping B 5EObjectD  Vendor Model Telnex/SSH Login From: Server/Front Server Group.

e In previous versions, the devices that fail in Ping or SNMP in Scan IP Range will not be listed in the device
log. Inv10.1, the devices the user enters in the discovery input box will be listed in the device log even when
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they fail with Ping or SNMP. The neighbor devices discovered by the system will not be listed in the device
log of Scan IP Range if they fail with Ping or SNMP.

e To maintain the management IP of the current devices in the domain, for neighbor devices successfully
discovered in Discover via Seed Routers, the system will first check if those devices are in the current
domain; if they are in the domain, their management IP will not change. This logic does not apply to seed
devices: the management IP of the seed device will be updated if the discovery succeeds and the
management IP is not locked.

e Discovery via APl can take hours to complete. In previous versions, the discovery logs are loaded only when
the discovery task is finished. In v10.1, the system will update the discovery logs every 10 minutes to provide
users with the latest discovery progress.

6.3.2 Benchmark Enhancements

V10.1 made two enhancements on benchmark:

e When the system fails to retrieve the device configurations via CLI, the Configuration column is displayed as
Failed instead of Succeeded via SNMP in the device log.
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Device Log - Basic System Benchmark: 12/8/2021, 11:30:10 AM

73 ltems

Device Name

BJ-R1

Bl-Avaya-1
sw2960-109
QoS5-Path-SW5
QoS5-Path-SW4
Emu_NB_NYC_M...
=w2060-133
sw2860-107
=w2880-104

Bl_Acc_SW1

Rkt kot kubua

Device Type

Cisco Router 2
Avaya Switch 1
Cisco 105 Switch 3
Cisco 105 Switch 5
Cisco 105 Switch 3
Cisco Router 6
Cisco 105 Switch 2
Cisco 105 Switch 2
Cisco 105 Switch 3
Cisco 105 Switch 7

Live Access Log of sw2960-133:

View:| Devices with retrieval failures

Retrieval Time (secon... Configuration

Succeeded via CLI

Succeeded via CLI

Succeeded via CLI

Failed

2021-12-08 11:30:17 Begin data retrieving task via Warker WIN-M6846GLCGUS pid: 18420)

2021-12-08 11:30:17 Prepare retrieving command.

v
Roure Table
Failed
N/A
Failed
Succeeded
Succeeded
Succeeded
Failed
Failed
Failed
Failed

Search device name... Q [3 Export 5 Refresh

ARP Table

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

Succeeded

2021-12-08 11:30:17 Failed to access the device. NetBrain Workstation will record this device as waiting state and will not try to access it for 120 seconds.

2021-12-08 11:30:17 Can

not Telnet/SSH to the device.

2021-12-08 11:30:17 Begin to retrieve NDP table via SNMP.
2021-12-08 11:30:18 Retrieve NDP table via SNMP successfully.

Progress: (Not Running)

MAC Table

Succeeded
Succesded
Succesded

Failed

Close

send the email and attached documents.

Edit Benchmark Tz X

Tesk Name: | Basic System Benchmark Description:
Frequency Device Scape
Task Name
Builein task

Retrieve Live Data

Default system benchmark task

Type

Scheduled Data View Template/Parser Task

CLI Commands Additional Operations after Benchmark Plugins

Description

Summary

Periodically retrieve data for built-in dats view te...

v Email Alerts

Enable

Conditions for Sending Email:

Task Execution: [ Succeeded

Device Data Retrieval Failed: EC: File

Braites

Auachment in Email:

Execution Log (-tx)

/] [ System Data Table @

Device List with Data Status {.csv)

Oner

O cu Command

[0 Live Access Log (1og) || Only with Failures O piugin (lag)
Recipient:
Tot | Select user o rail. it Ce | Select user or input email. it
Cancel Submit

Add more settings to the Email Alerts section in the Benchmark definition interface to specify conditions to
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6.3.3 Fine Tune Enhancements

Discovery and Benchmark are foundations for building the network model, accessing live network devices, and
retrieving the device data periodically. Both functions can generate the device accessibility and data integrity

report. However, only the Discovery function generates the report in previous versions, and the Benchmark

function does not. V10.1 improves the Benchmark function to create the report so that users can find the device
accessibility issues to make the schedule benchmark tasks work well.

V10.1 also makes several usability improvements in the Fine Tune:

e Adjusts the report organization to adapt the data source extension and the logic improvements.

e Tell users intuitively which device accessibility report has alerts through the alert status icon.

4 Live Access

4 1] Al Discovered Devices (204)

4 s Live Access
« O All Discovered Devices (204)
4 ©CLI Configuration Device (57)

Fully Accessed via CLI (55)
N@ Fully Accessed via CLI (55)

4 7] SNMP-Only Devices (57)
CLI Configuration Retrieval Failed (0)
CLI Configuration Update Failed (0)
CLI Connection Failed (28)
CLI Non-privilege Login Failed (2)
CLI Privilege Login Failed (2)
Don't Support CLI (1)
Ping Failed, No Try CLI (4)
Others (0)
Latest CLI Configuration Retrieval Failed (2)
Others (0)
Missed Devices (1)
Unknown SNMP SysObjectiD (2)
4 Unknown IP (470)
NDP (291)
Routing Neighbor (114)
Routing Table (54)
Others (11)
SSH Fingerprint Check Failed (0)

O Latest CLI Configuration Retrieval Failed (2)
4 ) SNMP Configuration Device (57)
O Ping Failed, No Try CLI (4)
© Don 't Support CLI(1)
© CLI Connection Failed (28)
O CLI Non-privilege Login Failed (2)
O CLI Privilege Login Failed (2)
@ CLI Configuration Retrieval Failed (0)
@ CU Configuration Update Failed (0)
© Others (0)
@ Others (0)
O Missed Deviced (1)
0 Unknown SNMP SysObjectiD (2)
40 Unknown IP (470)
O NDP (291)
0 Routing Neighbor (114)
0 Routing Table (54)
0 Others (11)
® SSH Fingerprint Check Falled (0)
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6.3.4 Front Server Group

Front Server Group was removed in v10.0 when the data storage system was redesigned for Preventive Automation.
V10.1 added it back to support the high availability function for Front Servers.

For Preventive Automation, the load balance function of the Front Server Group is not available since the data is
stored on Front Server. Users need to manually migrate the data while switching the device from one Front Server
to another. For all other functions to use the live access, such as discovery and benchmark, Front Server Group
provides the load balance function: if one Front Server is down, the other available Front Server will be used.

Both Front Server and Front Server Groups can be selected in shared device settings. If a Front Server Group is
selected for devices, NetBrain will equally assign those devices to Front Servers under the Front Server Group for
Preventive Automation.

Users can manage the devices under a Front Server or Front Server Group by adding or removing devices from the
managed device list.

e If devices are added to a Front Server Group, the Front Server Group is used for device live access, and
those devices will be evenly assigned to Front Servers of the Front Server Group for Preventive Automation.

e If devices are removed from the Front Server Group or Front Server, they will also be removed from the
managed device list for Preventive Automation. Similarly, if devices are removed from the Preventive
Automation list, they will also be removed from the managed device list for device live access.
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Domain Management

Metwork Settings.

108181 ot w

= ez - o I @ The Device of F561 x

= s
+ Deviee Q
O HeszName Vendor Model Managemen: P
NJDC-ASIC-AnstaT150s Arsta DCST150584CL 1025525591 v

( NJDC-A-690-N7K-3-POD1 Cisco Nexus 7004 Remove

( NJDC-A-74H-N9K-13 Cisco Nexus C93180YC-EX Ch... 10.255.255.67
( ) NJDC-A-T4H-NIK-14 Cisco Nexus C93180YC-EX Ch... 10.255.255.68
(0 NJOC-8-35EE-N7K-4-POD1 Ciseo Nexus 7004 172.23.243.86
( NVS-USI1-DC-SIS-PS03 HP T-2200 101753170
( NVS-USIH-DC-SIS-IPS04 HP T-2200 101733136
( buic010-699aas02 Cisco FPR-2130 10241.11.12
( buic010-b9%aes01 Cisco Nexus 93180YC-FX 10.17.249.24

B : [0 buico10-699aes02 Ciseo Nexus 93130YC-FX 10.17.24925 -

Cancel oK

The deployment method for the Front Server Group is the same as the deployment in v8.x. When the system is
upgraded from v8.x to v10.1, the settings related to Front Server and the Front Server Group will be inherited kept.

6.3.5 Lock Only One Setting in Device Setting

In Shared Device Settings, users can lock/unlock only one setting: Management IP, Front Server, or
CLI/SNMP/API.
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Shared Device Settings of BST,POP1 x

‘ Lock sewings: § Management P ‘g FrontServer (g CLUSNMIP/ARI

Management IP: | 172.24.325 v Ping
Live Status:© Up v

Front Server: | FS5(10.10.34.84) v

cLl SNMP AP
Mode: | Direct Access v
Access Mode: | Telnet v Porr | 23

Username: | netbrain Available Username v
[ Change Pessword?
Privilege Username: Available Username v
[ Change Privilege Password?

Jumpbox for FS; | N/A v

|Interactive Commands Prompt Settings Advanced

[0 Apply above Setings to device group: | Select Device Group

Tune Cancel Submit

Correspondingly, the users can lock one of these settings on the Fune Tune.

6.4 Installation Pre-check Tool

The installation and upgrading of the system require the correct configurations of the servers. If these requirements
are not met, installation/upgrade failures can happen. Or the installed/upgraded IE cannot run smoothly afterward.
To enhance the success rate and simplify the process of installation/upgrade, v10.1 provides a pre-check tool to
check users’ system readiness to install/upgrade and generate a report to help users prepare appropriately for the

installation/upgrade.
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The tool supports all-in-two, distributed, and HA deployment and upgrading from 7.1x, 8.x, and 10.x to 10.1.

The command line based pre-check tool can check both Windows and Linux servers and report if these servers can
meet the installation/upgrade requirements. If a requirement is not satisfied, more details may be provided. In
addition, the report includes a summary listing all errors and warning messages.

6.5 Automation Usage Pane Enhancements

Automation Usage Pane provides the metric of the different types of automation, such as how many Nls are created
and how many times NlIs are executed. V10.1 optimizes the algorithm to calculate the metrics accurately and
displays more metrics, as illustrated in the following diagram:

‘_44_-_

@ Current Domain: Domaind01 Select Damain

Domain Management

Automation Usage License Usage Domain/Syszem Heatth
(@ Last Day (D) Last Week () Last Month Email Usage Report @
10 User Login Mew Al FunTiews
wernstaian 13 8mar P
Boral 1 senes s s
SarsCUl (] I
e DatsviewTemsias © 177 0
RunbackTerpwe 128 -
o £ul Aucomaton - []
AALEH AutemaTan - e
Quop o 1w o
Triggeraa Map o ChangsManageranz 8 0 0
Trigperea funbeok ) smEoum B s
NecBrain 2388 Triggered Meovork Inters 3315 sppimvan ° 2 .
v Incident Triggered Automation  ,  Inceraciive Ausomaton
Tom 7388 v Tonat 3318 Y Te ME1OR
( Continuous Automation )
" 1 Prosctive dutamatan .
Tousi
Seneduled Qase Q
Sehaculed hatwork Intent B
Seneaulea Ll Q
AplicAtEn AMUIANCE Q
Agaptue Manitorng Fraoe e

Customer Since 08/23/2021

+Seat License - 37 Times
+IBA License - 21 Times

Metered by Day (@) Week

Current Domain; ITELab  Select Domain Domain Management
Automation Usage License Usage Domain/System Health
® Last Day Last Week Last Month Email Report 5 @
@ User Login [ Mow T Times: 19841231221
Wersszation 25 bmes Object New | Tou
Porisl  gsumes —— o w
SmanCll 120 tmes . » 345 da
By 67 Unique Users. Applicason 5 bad
[ ——— path v
Object New Tatal o™ m 50
— TERIT™
- A Triggered Automation
Qann E
sararmation R Times. DstsVewTempie 210
pr—
Discover Path 2802 ath a5
Source Courn Metwork Intent 1129 329 . .
R - . = Interactive Automation
Spiunk ] Qupp 142 0o
0w Call  Triggered Automation ) Interactive Automation =
P
Continuous Automation
b .
2 Preventive Automation d— L} Autamation Created
autoemation R Times Automation New | Totw :
Agapive Montonng Prebe Wewor ikent R Automation Created
Faen et % Newort Wz 23 3
Scheduled Qapp n Ot iew Tempite 5w
e .« Dunbinal Tamistn S—"
Intent Execution:  Tedi o100 Out of License Summary
[UsagerQuots) | @ Thes week 8700 - Node Lieense - 3 Times License Summary

Customer Since 0B/29/2019

e Triggered automation and interactive automation are displayed separately.
e The Objects (e.g., Incident, Map, etc.) are classified into new and total categories.
e The run times of the automation, such as Discover Path, Network Intent, etc., are counted.
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6.5.1 Intent Quota and License Summary

Users can view the Intent Execution usage and quota when the IBA license is not purchased. Users can switch the
meter between week and day with Metered by. The number of times when the node license, seat license, and IBA
license are exceeded is also displayed.

Intent Execution: Today 704100 Out of License Summary

(Usage/Quota) | @ This Week 149/700 = Node License - 3 Times

Metered by: Day @ Week « Seat License - 37 Times
= |[BA License - 21 Times

6.6 Search Enhancements

V10.1 expands the search functions to more objects, including:

e the automation assets such as Qapp, Gapp, Runbook, and DVT. The results are listed under the category
Automation Assets.
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Search Results(5)

¥ Automnation Assets (5/5)

E  Nocon
Name: BGP Neighbor Down

Description: Troubleshooting steps for BGP neighbor down issues

Collect CPU Utilization

Description: Collect CPU utilization and show the result for dashboard. .

" FAowCase CLI

Description

Check ASA Fallover Status Tag: | AsA Failover

Description: Checking the Failover Status of Cisco ASA

Test CDZ01 Tag: test load balancer

Description: Data for Load Balancer

e NCT (Network Control Tables): two NCT are searchable: Virtual server table and NAT table. All columns in the
table can be searched, and the system will search only the current baseline data.

6.7 New REST APIs

V10.1 adds the following REST APIs:

o TAF Management
v Create IT System Data Model API
Auto Trigger API
Get Trigger Result API
Get Trigger Diagnosis Definition API
Manually Trigger API
Update Incident Message API
Get Temporary Incident Portal Access Token API
v’ Verify User Permission API

AN NN

e APl Server Management:
v" Get All API Servers Configured in Domain API
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e AWS Account Management
v' Add AWS Account API
v' Delete AWS Account API
v' Get AWS Account API
v' Get AWS Accounts API
v Patch AWS Account API
e Authentication and Authorization
v' Get All Accessible Domains API
v" Get All Accessible Tenants API
e Device Group Management
v" Add Device Group
v" Get Device Group API
v" Get Group Devices API

Refer to https://github.com/NetBrainAPI/NetBrain-REST-API-R10.1 for details of new and updated APIs.

6.8 Other Improvements and Adjustments

6.8.1 Other Map Improvements

Besides the personal map copy and reference map, v10.1 has the following map related improvements:

e |nthe Map Page setting, Add Apply to Other Maps so that users can bulk apply the settings to other maps.
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Map Page Settings - Page 1

L Lugilan iupuiugy
[ L2 Overlay Topology

Link Option Between Two Devices:

Exclude Management Interface

Extend Links

@ A Random Link O All Found Links @

Auto Link after Update Map

a Always auto link all devices

Set as Default @ Apply to Other Maps W

Common Map

Winux-48.170 X .
/__g, Device View on Expal  p.yica Group
¥
£
o, Fxample: Map
/1 OO Site Map

ﬁi{ 0 420 Hostname
o D doress
-

—a

e Users can set the background color. White is the default color.

Interface Highlight Mode

@ Highli
Only |
Only |
Enable Tip Window of Switch Port
Enable Tig
Set as Default
Set as Default
Map Background Color Map Backerat More
Set Color: - St Color: -
Set as Default

Set as Default

e Users can set up User Preference to define the behavior of double-clicking a device and whether scrolling
the mouse wheel to zoom in/out a map requires pressing the Ctrl key.
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pomain1 ‘§ @

e xu zhao

© User Profile

& User Preferences

£ System Management

> LogOut

User Preferences: zhaoxu

Map Settings:

Double click a device to view device details v Ty View device details v

take no action
Zoom infout map via mouse wheel only when the Ctrl key is pressed open Smart CLI
extend nbrs

view device details

view configuration file

Allow users to change the device style (compact or expanded) of the selected device(s) instead of all devices
on the map.

e Users can decide whether to release editing rights when closing the map. This option will take effect at map

level and applies to shared map/site map/device group map.

6.8.2 ACI Leaf Global NCT Moved To APIC

In.1, the ACl leaf global NCT will be moved to the APIC server, reducing redundant data storage. The user can view
the Global Data Tables in Cisco ACI. Users can also view via View Device Data> Related NCTs in spine and leaf.
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0@ & @ eidonsin O @

NBLEAF3

NBLEAF4

6.8.3 Select Device Type Improvements

The system now supports more than 200 device types, and sometimes it is not easy to locate a device type.
Therefore, V10.1 makes the following improvements:

e all supported device types are sorted in numerical and alphabetical orders and add an option Only Device
Types in Network so that only device types in the current domain will be displayed.

Qualified Device. x

Dynamic Method: Select criteria to fiter devices
A | Device Type v | | Matches any v Select Device Type v om
8 " DeviceTypes  Show selected
\
[] Only Device Types in Network
o =0
Boolean Expression: | 4 O @ 3com Swich :
<
“h o arch
D Applic 6. £
Ppeation G- ¢ 1 4 devices
G
W
Static Method: Include/Exclude targst devices & Allled Telesis x-Serles. |
+ indlude Device - Exclude Dev & Allied Telesis T-Series
r rrure Firen L
Hostname Vendor O @ Azure Firewall "
O g Aruba 4P N
o
& Adva Optica P
R
) Azure VPN Gateway 5
v
X
oK
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e Support searching device type with the keyword.

e Support switching between Show selected and Show all. While selecting the device type, the user can click
Show selected to see what device types have been selected; afterward, the user can click Show all to
continue the selection.

Qualified Device x

Dynamic Method: Select criteria to filter devices

A Device Type v Matches any v Cisca 10S XR,Cisco Router v | W
B Select Criteria v Device Types Show all
cisco X

(O Only Device Types in Network
ac c
Boolean Expression: = A @ 56 105 xR

@ Cisco Router
arch

1 devices

Static Method: Include/Exclude target devices

+ Include Device 4 Exclude Device

Hostname Vendor

0K
Select Al Clear

6.8.4 Overall Health Monitoring Adjustments

To avoid users’ confusion, Overall Health Monitoring will be equal to Overall Health View (DVT), not
including Overall Health Monitor (Qapp). Users can still use Overall Health Monitor Qapp as a general built-in
Qapp.
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O .~ ! Stencils || Overall Health Map Actions |

Decision
0 Overall Health Monitor

Overall Health View

6.8.5 Unknown End System Improvements

V10.1 allows users to resolve the DNS name or add an unknown IP as an end system directly from the map by
setting its property.

Intent Decision Tree
End System Properties X

*Hostname: | 172.25.32.5 *Management IP: | 172.25325
Device Type: | End System v Device Driver: | End System v
Vendor: Model:
Software Version: Application:
] Q' e0 L3 Interface Information <4 Add
| —
| I
172.25.32.5 Interface Name ...  MAC Address ..  IPv4 Address IPv6 Address VRF Interface Type ...
172.25.325
End_System Ethernet0 AABB.CC00.0513 172.25.32.5/24 Physical

Cancel OK
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6.8.6 Qapp Improvements

V10.1 made the following improvements on Qapp:

e When defining Qapp, users can specify which data source(s) to apply and then set a specific data
source as the default. So, the Qapp won’t fail to run due to wrong data source selection, or users can
directly run Qapp with its default data source.

" Monitor CPU and MEM [*]

Data Source: = Current baseline v

Current baseline
Input

Select a time period
Select a time point
Pull live data regularly

Pull live data once

e End users can view Qapp task results from the Schedule Qapp page. He can select Run Now, view
results, and Export to CSV. However, users must have domain management privilege to edit, disable/
enable, delete tasks created by other users. And they cannot stop tasks currently run by other users.

o ‘You need domain management privilege to perform this action.

e Users can select the current baseline as the data source to run the scheduled Qapp for compliance
check and report.
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Add Task

4. Time Settings

Data Source:

O Live Network

@® Current Baseline @ |

e Allow users to run the Qapp directly from the Qapp Center

and run.

NetSrain

@0Once @ Execute at:  2021-12-10 Wv v
Continually

O Dally

O Weekly

Time Zone: (UTC+08:00) Beijing, Chongging, Hong Kong, Urumgi v @

Q @ Path | Trace

AM

Cancel

v

Submit

. The Qapp will be added to the runbook

All Qapps > Built-in Qapps » Inventory Report

Qapp Center Parser Library
4 1Al Qapps
— 4 T guiltin Qapps (153)
- I AWS (4)

E Data Collecting (47)
X 1 Data View (16)
—  Daradog (4)
[ Highlighting (24)
Elinventory Report (5)

(5]
p—, [ Monitoring (17)
E Quality Analysis (18)
.@ [ Security Checking (10)

El Topology (5)

ElVariable Input (2)
ElShared Qapps in Tenant (0)
EI My Qapps (0)

6.8.7 Admin Ul Improvements

Name

X
Filter Qopp Name Y

FRU Report -
Report Interface Error Counters
Report On Applied Device of FIT
Stackable Switch Report
VSS Report vie

Open

Save as

Export

Rename

Copy Path

Delete

&

BST,POP1
172.24322
Ciszo Router

&

BSTX.Core
172242555
Ciseo Router

>

/
172.2433.128026

In the previous version, the domain admin, tenant, and system admin pages are hard to navigate. Especially, the
operation drop-down menus have too many levels so that users cannot find the things. V10.1 made the following

improvements:
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e Add frequently used domain management functions in the start menu of the main Ul and provide
three links at the bottom of the start menu for the domain management page, current tenant
management page, and system management page if the user has the corresponding privileges.

= NetSain I

Search Apps..

Domain Management —
Start Page
Fine Tune
i Site Manager
Schedule Task
Share Policy
Domain Health Report
Domain Initialization (for Domain Management
Discover
& Network Settings
® po-notscan
% Network Definition
B API server Manager
Topology Manager (for Domain Management) —
% Topology Link Manager
% Duplicated IP and Subnet Manager
Benchmark Tools (for Domain Management] —
% Domain Management

% Tenant Management

:g System Management

The domina management start menu has all the functions in domain management and three links to
Desktop (main Ul), current tenant management page, and system management page.

The system management start menu has all functions in system management and a link to any tenant
management.

The tenant management start menu has all functions in tenant management and includes a link to the
system management.
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6.8.8 Supported Operations of Device Type Adjustments

Some of the supported operations configured on the device type are no longer meaningful and removed from the
definition. A new operator, Data Accuracy Wizard (DAW), is added. For example, the end system does not need to
support the DAW function.

6.8.9 Service Monitor Improvements

The log collection of the service monitor may take a long time if the log is large. IEv10.1 adds an Async Collect Log
button to allow users to enter an email address and be notified without waiting for the process to finish.

Async Collect Log

The system will collect logs asynchronously and then send email notifications.

Please enter the notification emails.

Email: | Separate email addresses with a comma or semicolon ‘

Cancel -

When the system finishes collecting the log, a notification will be sent to this email address. The users can click
the link in the email to download logs.
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6.8.10 Security Related Enhancements

e Added the support for Alma and Rocky Linux. Updates to CENTOS are no longer supported, and so for
kernel versions 8.5 and above, support for Alma and Rocky Linux was added for new OS updates (including
security issues/vulnerabilities).

e Enhancements to automatic update/apply capabilities: security considerations included for IE update
management.

e Improved password policy: new configurable password blacklist. Add two hardcode rules that the
password must meet.

Password Policy

Minimum password length: g characters (8-128 characters)

Password must meet the following requirements:

Includes uppercase letters (A - 2)
* Includes lowercase letters (a - 2)

* Includes a number (0 - 9)

Includes a non-alphabetic character (suchas | § # %)

* Can not contain 4 or more repeated characters (not case sensitive, ie. 1111, 3333, 3AA3)

o Can not contain 4 or more consecutive characters (not case sensitive, ie. 2345, abcd, Defg)

Password cannot be same as username

Require password change at first login

New password cannot be the same as any of the most recent g passwords

New password can only contain at most 2 consecutive characters of the old one

Password expires after | 3650 days

Password Blacklist < Add

No. Blacklist ltem @
1 passw

2 test

3 netbrain

- asdf

5 quert

e Updated the following 3™ party library:
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Library Name Previous version New Version
Log4j2 2.11.1 2.17.1

JDK 11.0.9+11 11.0.14.1+1
Uri.js 1.19.6 1.19.8
Elasticsearch (C/S) | 6.8.6/6.8.12 6.8.9/6.8.23
Urllib3 1.26.4 1.26.8

Redis 6.0.13 6.2.6

Follow redirects 1.5.10 1.14.7

Axios 0.19.2 0.25.0
HighCharts 8.2.2 9.2.2
MongoDB 4.0.20 4.0.28
RabbitMQ 3.8.16 3.8.19
Underscore 1.9.1 1.12.1
OpenSSL 1.1.1j 1.1.11
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7 Appendix

7.1 Version Compatibility and Upgrade

The following IE versions can be upgraded to v10.1:

e V10.0 and 10.0a

e V8.0,8.01,8.02,and 8.03

e V7.1,7.1a, 7.1a1,7.1a2 and 7.1a3
e V7.0band7.0bl

Due to the license adjustments, the license must be reactivated after upgrading to 10.1. Also, the benchmark data
of v7.x cannot be used, and users must run a full benchmark after upgrading.

7.2 Performance Improvement

The test results on NetBrain lab show improvements of benchmark tasks compared with the prior version:

Test Scenario V10.0a V10.1
Benchmark 45,000 simulated devices 5 hours and 3 mins 2 hours and 54 mins
Build L2 topology of 45,000 simulated devices 1 hour and 2mins 31 mins
Build L3 topology of 45,000 simulated devices 31 mins 2 mins

Also, we compare the performance of Qapp and NI to implement the same function. The results show that Nl is
six times faster than Qapp.
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